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Preface

Since the publication of the first edition of this book, the field of analog integrated circuits has
developed and matured. The initial groundwork was laid in bipolar technology, followed by
a rapid evolution of MOS analog integrated circuits. Thirty years ago, CMOS technologies
were fast enough to support applications only at audio frequencies. However, the continu-
ing reduction of the minimum feature size in integrated-circuit (IC) technologies has greatly
increased the maximum operating frequencies, and CMOS technologies have become fast
enough for many new applications as a result. For example, the bandwidth in some video
applications is about 4 MHz, requiring bipolar technologies as recently as about twenty-three
years ago. Now, however, CMOS easily can accommodate the required bandwidth for video
and is being used for radio-frequency applications. Today, bipolar integrated circuits are used in
some applications that require very low noise, very wide bandwidth, or driving low-impedance
loads.

In this fifth edition, coverage of the bipolar 741 op amp has been replaced with a low-
voltage bipolar op amp, the NE5234, with rail-to-rail common-mode input range and almost
rail-to-rail output swing. Analysis of a fully differential CMOS folded-cascode operational
amplifier (op amp) is now included in Chapter 12. The 560B phase-locked loop, which is no
longer commercially available, has been deleted from Chapter 10.

The SPICE computer analysis program is now readily available to virtually all electrical
engineering students and professionals, and we have included extensive use of SPICE in this
edition, particularly as an integral part of many problems. We have used computer analysis as
it is most commonly employed in the engineering design process—both as a more accurate
check on hand calculations, and also as a tool to examine complex circuit behavior beyond the
scope of hand analysis.

An in-depth look at SPICE as an indispensable tool for IC robust design can be found in
The SPICE Book, 2nd ed., published by J. Wiley and Sons. This text contains many worked
out circuit designs and verification examples linked to the multitude of analyses available in
the most popular versions of SPICE. The SPICE Book conveys the role of simulation as an
integral part of the design process, but not as a replacement for solid circuit-design knowledge.

This book is intended to be useful both as a text for students and as a reference book for
practicing engineers. For class use, each chapter includes many worked problems; the problem
sets at the end of each chapter illustrate the practical applications of the material in the text. All
of the authors have extensive industrial experience in IC design and in the teaching of courses
on this subject; this experience is reflected in the choice of text material and in the problem
sets.

Although this book is concerned largely with the analysis and design of ICs, a considerable
amount of material also is included on applications. In practice, these two subjects are closely
linked, and a knowledge of both is essential for designers and users of ICs. The latter compose
the larger group by far, and we believe that a working knowledge of IC design is a great
advantage to an IC user. This is particularly apparent when the user must choose from among a
number of competing designs to satisfy a particular need. An understanding of the IC structure
is then useful in evaluating the relative desirability of the different designs under extremes of
environment or in the presence of variations in supply voltage. In addition, the IC user is in a
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much better position to interpret a manufacturer’s data if he or she has a working knowledge
of the internal operation of the integrated circuit.

The contents of this book stem largely from courses on analog integrated circuits given at
the University of California at the Berkeley and Davis campuses. The courses are senior-level
electives and first-year graduate courses. The book is structured so that it can be used as the
basic text for a sequence of such courses. The more advanced material is found at the end of
each chapter or in an appendix so that a first course in analog integrated circuits can omit this
material without loss of continuity. An outline of each chapter is given below with suggestions
for material to be covered in such a first course. It is assumed that the course consists of three
hours of lecture per week over a fifteen-week semester and that the students have a working
knowledge of Laplace transforms and frequency-domain circuit analysis. It is also assumed
that the students have had an introductory course in electronics so that they are familiar with
the principles of transistor operation and with the functioning of simple analog circuits. Unless
otherwise stated, each chapter requires three to four lecture hours to cover.

Chapter 1 contains a summary of bipolar transistor and MOS transistor device physics.
We suggest spending one week on selected topics from this chapter, with the choice of topics
depending on the background of the students. The material of Chapters 1 and 2 is quite important
in IC design because there is significant interaction between circuit and device design, as will
be seen in later chapters. A thorough understanding of the influence of device fabrication on
device characteristics is essential.

Chapter 2 is concerned with the technology of IC fabrication and is largely descriptive.
One lecture on this material should suffice if the students are assigned the chapter to read.

Chapter 3 deals with the characteristics of elementary transistor connections. The material
on one-transistor amplifiers should be a review for students at the senior and graduate levels and
can be assigned as reading. The section on two-transistor amplifiers can be covered in about
three hours, with greatest emphasis on differential pairs. The material on device mismatch
effects in differential amplifiers can be covered to the extent that time allows.

In Chapter 4, the important topics of current mirrors and active loads are considered. These
configurations are basic building blocks in modern analog IC design, and this material should
be covered in full, with the exception of the material on band-gap references and the material
in the appendices.

Chapter 5 is concerned with output stages and methods of delivering output power to aload.
Integrated-circuit realizations of Class A, Class B, and Class AB output stages are described,
as well as methods of output-stage protection. A selection of topics from this chapter should
be covered.

Chapter 6 deals with the design of operational amplifiers (op amps). Illustrative examples
of dc and ac analysis in both MOS and bipolar op amps are performed in detail, and the limita-
tions of the basic op amps are described. The design of op amps with improved characteristics
in both MOS and bipolar technologies are considered. This key chapter on amplifier design
requires at least six hours.

In Chapter 7, the frequency response of amplifiers is considered. The zero-value time-
constant technique is introduced for the calculations of the —3-dB frequency of complex circuits.
The material of this chapter should be considered in full.

Chapter 8 describes the analysis of feedback circuits. Two different types of analysis are
presented: two-port and return-ratio analyses. Either approach should be covered in full with
the section on voltage regulators assigned as reading.

Chapter 9 deals with the frequency response and stability of feedback circuits and should
be covered up to the section on root locus. Time may not permit a detailed discussion of root
locus, but some introduction to this topic can be given.
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In a fifteen-week semester, coverage of the above material leaves about two weeks for
Chapters 10, 11, and 12. A selection of topics from these chapters can be chosen as follows.
Chapter 10 deals with nonlinear analog circuits and portions of this chapter up to Section
10.2 could be covered in a first course. Chapter 11 is a comprehensive treatment of noise
in integrated circuits and material up to and including Section 11.4 is suitable. Chapter 12
describes fully differential operational amplifiers and common-mode feedback and may be
best suited for a second course.

We are grateful to the following colleagues for their suggestions for and/or evaluation of
this book: R. Jacob Baker, Bernhard E. Boser, A. Paul Brokaw, Iwen Chao, John N. Churchill,
David W. Cline, Kenneth C. Dyer, Ozan E. Erdogan, John W. Fattaruso, Weinan Gao, Edwin
W. Greeneich, Alex Gros-Balthazard, Tiinde Gyurics, Ward J. Helms, Kaveh Hosseini, Tim-
othy H. Hu, Shafiqg M. Jamal, John P. Keane, Haideh Khorramabadi, Pak Kim Lau, Thomas
W. Matthews, Krishnaswamy Nagaraj, Khalil Najafi, Borivoje Nikoli¢, Keith O’Donoghue,
Robert A. Pease, Lawrence T. Pileggi, Edgar Sdnchez-Sinencio, Bang-Sup Song, Richard R.
Spencer, Eric J. Swanson, Andrew Y. J. Szeto, Yannis P. Tsividis, Srikanth Vaidianathan, T. R.
Viswanathan, Chorng-Kuang Wang, Dong Wang, and Mo Maggie Zhang. We are also grateful
to Darrel Akers, Mu Jane Lee, Lakshmi Rao, Nattapol Sitthimahachaikul, Haoyue Wang, and
Mo Maggie Zhang for help with proofreading, and to Chi Ho Law for allowing us to use on the
cover of this book a die photograph of an integrated circuit he designed. Finally, we would like
to thank the staffs at Wiley and Elm Street Publishing Services for their efforts in producing
this edition.

The material in this book has been greatly influenced by our association with the late
Donald O. Pederson, and we acknowledge his contributions.

Berkeley and Davis, CA, 2008 Paul R. Gray
Paul J. Hurst
Stephen H. Lewis
Robert G. Meyer
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Symbol Convention

Unless otherwise stated, the following symbol convention is used in this book. Bias or dc
quantities, such as transistor collector current /¢ and collector-emitter voltage Vcpg, are
represented by uppercase symbols with uppercase subscripts. Small-signal quantities, such
as the incremental change in transistor collector current i., are represented by lowercase
symbols with lowercase subscripts. Elements such as transconductance g, in small-signal
equivalent circuits are represented in the same way. Finally, quantities such as toral col-
lector current ., which represent the sum of the bias quantity and the signal quantity, are
represented by an uppercase symbol with a lowercase subscript.




CHAPTER n

Models for Integrated-Circuit
Active Devices

1.1 Introduction

The analysis and design of integrated circuits depend heavily on the utilization of suitable
models for integrated-circuit components. This is true in hand analysis, where fairly simple
models are generally used, and in computer analysis, where more complex models are encoun-
tered. Since any analysis is only as accurate as the model used, it is essential that the circuit
designer have a thorough understanding of the origin of the models commonly utilized and the
degree of approximation involved in each.

This chapter deals with the derivation of large-signal and small-signal models for
integrated-circuit devices. The treatment begins with a consideration of the properties of pn
junctions, which are basic parts of most integrated-circuit elements. Since this book is primarily
concerned with circuit analysis and design, no attempt has been made to produce a comprehen-
sive treatment of semiconductor physics. The emphasis is on summarizing the basic aspects
of semiconductor-device behavior and indicating how these can be modeled by equivalent
circuits.

1.2 Depletion Region of a pn Junction

The properties of reverse-biased pn junctions have an important influence on the character-
istics of many integrated-circuit components. For example, reverse-biased pn junctions exist
between many integrated-circuit elements and the underlying substrate, and these junctions
all contribute voltage-dependent parasitic capacitances. In addition, a number of important
characteristics of active devices, such as breakdown voltage and output resistance, depend
directly on the properties of the depletion region of a reverse-biased pn junction. Finally, the
basic operation of the junction field-effect transistor is controlled by the width of the depletion
region of a pn junction. Because of its importance and application to many different problems,
an analysis of the depletion region of a reverse-biased pn junction is considered below. The
properties of forward-biased pn junctions are treated in Section 1.3 when bipolar-transistor
operation is described.

Consider a pn junction under reverse bias as shown in Fig. 1.1. Assume constant doping
densities of Np atoms/cm? in the n-type material and N4 atoms/cm? in the p-type material.
(The characteristics of junctions with nonconstant doping densities will be described later.)
Due to the difference in carrier concentrations in the p-type and n-type regions, there exists a
region at the junction where the mobile holes and electrons have been removed, leaving the
fixed acceptor and donor ions. Each acceptor atom carries a negative charge and each donor
atom carries a positive charge, so that the region near the junction is one of significant space
charge and resulting high electric field. This is called the depletion region or space-charge
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region. It is assumed that the edges of the depletion region are sharply defined as shown in
Fig. 1.1, and this is a good approximation in most cases.

For zero applied bias, there exists a voltage Yy across the junction called the built-in
potential. This potential opposes the diffusion of mobile holes and electrons across the junction
in equilibrium and has a value!

NaNp
Yo = Vrin 5 (1.1)
i
where
kT
Vr=—>~26mV at 300°K
q

the quantity »; is the intrinsic carrier concentration in a pure sample of the semiconductor and
n; ~ 1.5 x 10'%m=3 at 300°K for silicon.

In Fig. 1.1 the built-in potential is augmented by the applied reverse bias, Vg, and the total
voltage across the junction is (Yo + Vg). If the depletion region penetrates a distance Wy into
the p-type region and W> into the n-type region, then we require

WiNg = WoNp (1.2)

because the total charge per unit area on either side of the junction must be equal in magnitude
but opposite in sign.
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Poisson’s equation in one dimension requires that

d*v N
T P o W <x<0 (1.3)
dx? € €
where p is the charge density, ¢ is the electron charge (1.6 x 107! coulomb), and € is the
permittivity of the silicon (1.04 x 10~ !2 farad/cm). The permittivity is often expressed as

€ = Kge (1.4)

where K is the dielectric constant of silicon and € is the permittivity of free space (8.86 x
10~ F/cm). Integration of (1.3) gives

AV gN
S LSRRI (1.5)
dx €

where C; is a constant. However, the electric field € is given by

dv N
g =2 = <qAx+C1> (1.6)
dx €

Since there is zero electric field outside the depletion region, a boundary condition is
€¢=0 for x=-—-W
and use of this condition in (1.6) gives

N av
%:—q—*‘( x+W)=—"2 for —Wi<x<0 (1.7)
X

Thus the dipole of charge existing at the junction gives rise to an electric field that varies
linearly with distance.
Integration of (1.7) gives

Na (x
qu (2 + W1X> +C (1.8)

If the zero for potential is arbitrarily taken to be the potential of the neutral p-type region, then
a second boundary condition is
V=0 for x=-W;

and use of this in (1.8) gives

N Wi
yo A (2 Y e wi—x<o (1.9)
€ 2 2
At x = 0, we define V = Vi, and then (1.9) gives
Ny W?
v, = 2470 (1.10)
€ 2
If the potential difference from x = 0 to x = W, is V2, then it follows that
Np W3
v, = 0 (1.11)
€ 2

and thus the total voltage across the junction is

Yo+ Vg = V1+V2=2%(NAW12+NDW22) (1.12)
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Substitution of (1.2) in (1.12) gives

Yo+ Vg =

W2N N
TEITA (14 24
2e ND

From (1.13), the penetration of the depletion layer into the p-type region is

1/2
2e(Yo + VR)
Wis |7 WN
Ny ll4+—
q A( + ND)
Similarly,
12
2 v
Wy = | _2€00+ Vo)

Np (1422
qiNDp Na

(1.13)

(1.14)

(1.15)

Equations 1.14 and 1.15 show that the depletion regions extend into the p-type and n-type
regions in inverse relation to the impurity concentrations and in proportion to /¥ + Vg. If
either Np or N4 is much larger than the other, the depletion region exists almost entirely in

the lightly doped region.

[ EXAMPLE

An abrupt pn junction in silicon has doping densities N4 = 10! atoms/cm® and Np = 10'°
atoms/cm?>. Calculate the junction built-in potential, the depletion-layer depths, and the max-

imum field with 10 V reverse bias.
From (1.1)

1015 x 10'0

n—————mV =638mV at 300°K
2.25 x 1020

Yo = 261

From (1.14) the depletion-layer depth in the p-type region is

(2 x 1.04 x 10712 x 10.64
W, =

12
=35x%x10"*
1.6 x 1019 x 1015 x 1.1) ©oem

= 3.5 wm (where 1 pm = 1 micrometer = 107° m)

The depletion-layer depth in the more heavily doped n-type region is

W — 2 x 1.04 x 10712 x 10.64
27\ 16x10-19x 1016 x 11

Finally, from (1.7) the maximum field that occurs for x = 0 is

gNa 100 x3.5x 1074

1/2
) =0.35x 10™* cm = 0.35 um

€

max

=2 2W, =-16x 107" x
€
= —5.4x 10* V/cm

1.04 x 10~12

u Note the large magnitude of this electric field.
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1.2.1 Depletion-Region Capacitance

Since there is a voltage-dependent charge Q associated with the depletion region, we can
calculate a small-signal capacitance C; as follows:

_do _ do aw

C: = — - 1.16
J dVg dW, dVg ( )
Now
dQ = AgNadW, (1.17)
where A is the cross-sectional area of the junction. Differentiation of (1.14) gives
1/2
dwW, _ € (1.18)
dVe Na '
2gNa | 1+ ——= ) (Yo + Vgr)
Np
Use of (1.17) and (1.18) in (1.16) gives
Ci= [ aeNalb ] Q- (1.19)
T 2(Na+Np) | VAo + Vr '

The above equation was derived for the case of reverse bias Vg applied to the diode.
However, it is valid for positive bias voltages as long as the forward current flow is small.
Thus, if Vp represents the bias on the junction (positive for forward bias, negative for reverse
bias), then (1.19) can be written as

qgeNANp 172 1
= (1.20)
2(Ns + Np) Vo —Vp
C.
=0 (1.21)
| _ Vo
Yo

where C g is the value of C; for Vp = 0.

Equations 1.20 and 1.21 were derived using the assumption of constant doping in the
p-type and n-type regions. However, many practical diffused junctions more closely approach
a graded doping profile as shown in Fig. 1.2. In this case, a similar calculation yields

C./'O

Ci=—2=— (1.22)
J

s/ _ Vo

Yo

Charge density p
. p=ax
— hi x Distance
e Figure 1.2 Charge density versus
distance in a graded junction.
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Figure 1.3 Behavior of pn junction depletion-layer capacitance C; as a function of bias
voltage Vp.

Note that both (1.21) and (1.22) predict values of C ; approaching infinity as Vp approaches .
However, the current flow in the diode is then appreciable and the equations are no longer valid.
A more exact analysis>> of the behavior of C j as a function of Vp gives the result shown in
Fig. 1.3. For forward bias voltages up to about /2, the values of C; predicted by (1.21)
are very close to the more accurate value. As an approximation, some computer programs
approximate C; for Vp > /2 by a linear extrapolation of (1.21) or (1.22).

[ ] EXAMPLE

If the zero-bias capacitance of a diffused junction is 3 pF and y9 = 0.5 V, calculate the
capacitance with 10 V reverse bias. Assume the doping profile can be approximated by an
abrupt junction.

From (1.21)

3
Cj = ———=pF =065 pF

[ 1+ —
+0.5

1.2.2 Junction Breakdown

From Fig. 1.1c¢ it can be seen that the maximum electric field in the depletion region occurs at
the junction, and for an abrupt junction (1.7) yields a value

qN

€. . =——AW (1.23)
€

max

Substitution of (1.14) in (1.23) gives

2qNANpVr 12
SAZATD IR ] (1.24)
€(Na+ Np)
where ¥y has been neglected. Equation 1.24 shows that the maximum field increases as the
doping density increases and the reverse bias increases. Although useful for indicating the

|%max| = |:
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functional dependence of €., on other variables, this equation is strictly valid for an ideal
plane junction only. Practical junctions tend to have edge effects that cause somewhat higher
values of €, due to a concentration of the field at the curved edges of the junction.

Any reverse-biased pn junction has a small reverse current flow due to the presence of
minority-carrier holes and electrons in the vicinity of the depletion region. These are swept
across the depletion region by the field and contribute to the leakage current of the junction.
As the reverse bias on the junction is increased, the maximum field increases and the carriers
acquire increasing amounts of energy between lattice collisions in the depletion region. At a
critical field € ;, the carriers traversing the depletion region acquire sufficient energy to create
new hole-electron pairs in collisions with silicon atoms. This is called the avalanche process
and leads to a sudden increase in the reverse-bias leakage current since the newly created
carriers are also capable of producing avalanche. The value of € is about 3 x 10° V/cm for
junction doping densities in the range of 10! to 10'® atoms/cm?, but it increases slowly as the
doping density increases and reaches about 10° V/cm for doping densities of 10'® atoms/cm?.

A typical I-V characteristic for a junction diode is shown in Fig. 1.4, and the effect of
avalanche breakdown is seen by the large increase in reverse current, which occurs as the
reverse bias approaches the breakdown voltage BV. This corresponds to the maximum field
€ nax Approaching €. It has been found empirically* that if the normal reverse bias current
of the diode is I with no avalanche effect, then the actual reverse current near the breakdown
voltage is

Ira = MIR (1.25)

where M is the multiplication factor defined by

M— L (1.26)

(Ve
BV

In this equation, Vp is the reverse bias on the diode and » has a value between 3 and 6.

ImA

-BV 1H

1

1

[ | | | | | |
—25( —20 -15 —-10 -5 5 10 15

V volts

Figure 1.4 Typical I-V characteristic of a junction diode showing avalanche breakdown.
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The operation of a pn junction in the breakdown region is not inherently destructive.
However, the avalanche current flow must be limited by external resistors in order to prevent
excessive power dissipation from occurring at the junction and causing damage to the device.
Diodes operated in the avalanche region are widely used as voltage references and are called
Zener diodes. There is another, related process called Zener breakdown,® which is different
from the avalanche breakdown described above. Zener breakdown occurs only in very heavily
doped junctions where the electric field becomes large enough (even with small reverse-bias
voltages) to strip electrons away from the valence bonds. This process is called tunneling, and
there is no multiplication effect as in avalanche breakdown. Although the Zener breakdown
mechanism is important only for breakdown voltages below about 6 V, all breakdown diodes
are commonly referred to as Zener diodes.

The calculations so far have been concerned with the breakdown characteristic of plane
abrupt junctions. Practical diffused junctions differ in some respects from these results and
the characteristics of these junctions have been calculated and tabulated for use by designers.’
In particular, edge effects in practical diffused junctions can result in breakdown voltages as
much as 50 percent below the value calculated for a plane junction.

[ ] EXAMPLE

An abrupt plane pn junction has doping densities N4 = 5 x 10> atoms/cm? and Np = 10'°
atoms/cm?. Calculate the breakdown voltage if € = 3 x 10° V/em.
The breakdown voltage is calculated using €., = €. in (1.24) to give

max

€ (Ng+ Np) 2
2qNAND crit
_ L04x 1072 x 15 x 10
T 2x1.6x10719 x5 x 1015 x 1016
] =88V

BV =

x 9 x 1010V

1.3 Large-Signal Behavior of Bipolar Transistors

In this section, the large-signal or dc behavior of bipolar transistors is considered. Large-signal
models are developed for the calculation of total currents and voltages in transistor circuits,
and such effects as breakdown voltage limitations, which are usually not included in models,
are also considered. Second-order effects, such as current-gain variation with collector current
and Early voltage, can be important in many circuits and are treated in detail.

The sign conventions used for bipolar transistor currents and voltages are shown in
Fig. 1.5. All bias currents for both npn and pnp transistors are assumed positive going into
the device.

1.3.1 Large-Signal Models in the Forward-Active Region

A typical npn planar bipolar transistor structure is shown in Fig. 1.6a, where collector, base,
and emitter are labeled C, B, and E, respectively. The method of fabricating such transistor
structures is described in Chapter 2. It is shown there that the impurity doping density in the
base and the emitter of such a transistor is not constant but varies with distance from the top
surface. However, many of the characteristics of such a device can be predicted by analyzing
the idealized transistor structure shown in Fig. 1.6b. In this structure, the base and emitter
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Figure 1.6 (a) Cross section of a typical npn planar bipolar transistor structure. (b) Idealized
transistor structure. (c¢) Carrier concentrations along the cross section AA’ of the transistor in (b).
Uniform doping densities are assumed. (Not to scale.)
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doping densities are assumed constant, and this is sometimes called a uniform-base transistor.
Where possible in the following analyses, the equations for the uniform-base analysis are
expressed in a form that applies also to nonuniform-base transistors.

A cross section AA’ is taken through the device of Fig. 1.6b and carrier concentrations
along this section are plotted in Fig. 1.6¢. Hole concentrations are denoted by p and electron
concentrations by n with subscripts p or n representing p-type or n-type regions. The n-
type emitter and collector regions are distinguished by subscripts E and C, respectively. The
carrier concentrations shown in Fig. 1.6¢ apply to a device in the forward-active region.
That is, the base-emitter junction is forward biased and the base-collector junction is reverse
biased. The minority-carrier concentrations in the base at the edges of the depletion regions
can be calculated from a Boltzmann approximation to the Fermi-Dirac distribution function
to give®

14
1p(0) = npy eXp —2 (1.27)

Vr

Vsc
ny,(Wp) = npoexp — >~ 0 (1.28)

Vr

where Wp is the width of the base from the base-emitter depletion layer edge to the base-
collector depletion layer edge and ny, is the equilibrium concentration of electrons in the base.
Note that V¢ is negative for an npn transistor in the forward-active region and thus n,(Wp) is
very small. Low-level injection conditions are assumed in the derivation of (1.27) and (1.28).
This means that the minority-carrier concentrations are always assumed much smaller than the
majority-carrier concentration.

If recombination of holes and electrons in the base is small, it can be shown that’ the
minority-carrier concentration n,(x) in the base varies /inearly with distance. Thus a straight
line can be drawn joining the concentrations at x = 0 and x = Wp in Fig. 1.6¢.

For charge neutrality in the base, it is necessary that

Na + np(x) = pp(x) (1.29)
and thus

Pp(x) — np(x) = Ny (1.30)

where p,(x) is the hole concentration in the base and N4 is the base doping density that
is assumed constant. Equation 1.30 indicates that the hole and electron concentrations are
separated by a constant amount and thus p,(x) also varies linearly with distance.

Collector current is produced by minority-carrier electrons in the base diffusing in the
direction of the concentration gradient and being swept across the collector-base depletion
region by the field existing there. The diffusion current density due to electrons in the base is

di
Jy = gp, o™ (1.31)
dx
where D, is the diffusion constant for electrons. From Fig. 1.6¢
n,(0)
Jp = —qD, ‘[;VB (1.32)

If I is the collector current and is taken as positive flowing info the collector, it follows from
(1.32) that

0
Ic = gAD, ”;ﬁB)

(1.33)
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where A is the cross-sectional area of the emitter. Substitution of (1.27) into (1.33) gives

qA D, Npo VBE
=" exp

1, — 1.34
fo Wa Ve (1.34)
\%

= Igexp —= (1.35)

Vr

where
qADnnpo

lg = ——— 1.36
s Wp (1.36)

and Iy is a constant used to describe the transfer characteristic of the transistor in the forward-
active region. Equation 1.36 can be expressed in terms of the base doping density by noting
that® (see Chapter 2)

mo = 3= (1.37)

and substitution of (1.37) in (1.36) gives

Is— qADyn? _ qADyn?
WpNa Og

where Qp = WpN,4 is the number of doping atoms in the base per unit area of the emitter and
n; is the intrinsic carrier concentration in silicon. In this form (1.38) applies to both uniform-
and nonuniform-base transistors and D,, has been replaced by D,,, which is an average effective
value for the electron diffusion constant in the base. This is necessary for nonuniform-base
devices because the diffusion constant is a function of impurity concentration. Typical values
of Is as given by (1.38) are from 10740 10710 A,

Equation 1.35 gives the collector current as a function of base-emitter voltage. The base
current /p is also an important parameter and, at moderate current levels, consists of two
major components. One of these (/1) represents recombination of holes and electrons in the
base and is proportional to the minority-carrier charge Q. in the base. From Fig. 1.6¢c, the
minority-carrier charge in the base is

(1.38)

1
0, = Enp(O)WBqA (1.39)

and we have
Qe 1ny(0)WsgA

1.40
Th 2 Th ( )

Ip1 =
where 7, is the minority-carrier lifetime in the base. Ip; represents a flow of majority holes
from the base lead into the base region. Substitution of (1.27) in (1.40) gives

1 np() WBqA VBE
- —exp —

Ig1 = (1.41)

2 Th Vr
The second major component of base current (usually the dominant one in integrated-
circuit npn devices) is due to injection of holes from the base into the emitter. This current
component depends on the gradient of minority-carrier holes in the emitter and is”

qAD,
Ipy = pne(0) (1.42)
Lp

where D), is the diffusion constant for holes and L, is the diffusion length (assumed small)
for holes in the emitter. p, £(0) is the concentration of holes in the emitter at the edge of the
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depletion region and is

VBE
PnE0) = prEoexp —— (1.43)
Vr

If Np is the donor atom concentration in the emitter (assumed constant), then

2

ns
PnEo = NilD (1 44)

The emitter is deliberately doped much more heavily than the base, making Np large and p,, g,
small, so that the base-current component, /p;, is minimized.
Substitution of (1.43) and (1.44) in (1.42) gives

qAD, n? VBE
exXp —

Ip = 1.45
B2 L, Np Vr (1.45)
The total base current, /g, is the sum of Ig; and Ipy:
1 ny,WpqA  gAD, n? VBE
Ip=1Ipg+1Ip=|=-2L + — ] exp—— 1.46
B=1Ip +1Ip (2 - L, Np p Vr (1.46)

Although this equation was derived assuming uniform base and emitter doping, it gives
the correct functional dependence of Ip on device parameters for practical double-diffused
nonuniform-base devices. Second-order components of 7, which are important at low current
levels, are considered later.

Since I¢ in (1.35) and /p in (1.46) are both proportional to exp(Vpg/ Vr) in this analysis,
the base current can be expressed in terms of collector current as

1
Ip = <
BF
where BF is the forward current gain. An expression for Sr can be calculated by substituting
(1.34) and (1.46) in (1.47) to give

(1.47)

qADpnp,
Wp 1
- _ 1.48
Pr = o Waah  qADE — W2 D, Ws Ny (149
2 L,Np  2mD, ' D, L, Np

where (1.37) has been substituted for np,. Equation 1.48 shows that 8 is maximized by
minimizing the base width Wp and maximizing the ratio of emitter to base doping densities
Np/N4. Typical values of S for npn transistors in integrated circuits are 50 to 500, whereas
lateral pnp transistors (to be described in Chapter 2) have values 10 to 100. Finally, the emitter
current is

Ic Ic
Ip=—Uc+1Ip)=—(Ic+-=)=-""5 (1.49)
F

where

Br
14+ Br

ap = (1.50)
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The value of o can be expressed in terms of device parameters by substituting (1.48) in
(1.50) to obtain

1 1
F 1+i - W2 +DpWBNA TV (1.51)
Br 2D, D, L, Np
where |
ar = 1.51a
T 1 w2 ( )
27y Dy,
1 1.51b
y_1+D,,WBNA (1.51b)
D, L, Np

The validity of (1.51) depends on W%/Z T Dy < land(Dy/Dy)(Wp/Lp)(Na/Np) < 1,and
this is always true if SF is large [see (1.48)]. The term y in (1.51) is called the emitter injection
efficiency and is equal to the ratio of the electron current (npn transistor) injected into the
base from the emitter to the total hole and electron current crossing the base-emitter junction.
Ideally y — 1, and this is achieved by making Np/N4 large and Wp small. In that case very
little reverse injection occurs from base to emitter.

The term a7 in (1.51) is called the base transport factor and represents the fraction of
carriers injected into the base (from the emitter) that reach the collector. Ideally a7 — 1 and
this is achieved by making Wp small. It is evident from the above development that fabrication
changes that cause a7 and y to approach unity also maximize the value of S of the transistor.

The results derived above allow formulation of a large-signal model of the transistor
suitable for bias-circuit calculations with devices in the forward-active region. One such circuit
is shown in Fig. 1.7 and consists of a base-emitter diode to model (1.46) and a controlled
collector-current generator to model (1.47). Note that the collector voltage ideally has no
influence on the collector current and the collector node acts as a high-impedance current
source. A simpler version of this equivalent circuit, which is often useful, is shown in Fig.
1.7b, where the input diode has been replaced by a battery with a value Vpg(on), which is
usually 0.6 to 0.7 V. This represents the fact that in the forward-active region the base-emitter
voltage varies very little because of the steep slope of the exponential characteristic. In some
circuits the temperature coefficient of Vpg(on) is important, and a typical value for this is
—2 mV/°C. The equivalent circuits of Fig. 1.7 apply for npn transistors. For pnp devices the
corresponding equivalent circuits are shown in Fig. 1.8.

Iy Ip
B —» C B —» C
— O
+ +
Ve Brlp VBE(on) = Brlp Figure 1.7 Large-signal
- -[ models of npn transistors
o o) o . o) o .
E E for use in bias calculations.
ks oo Ve (a)'Clrcu(liF 1récorporatmg
B= 5 - nin iode.
B, vy an input diode

(b) Simplified circuit with
an input voltage source.
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/ I
B —B> C B i» C
+ —
Vie Brlp VBE (on) T Brlp
+
O . 4 O O ]
E E
Ig Ve Figure 1.8 Large-signal
Ig=——exp—— .
B B, p vy models of pnp transistors

corresponding to the
circuits of Fig. 1.7.

1.3.2 Effects of Collector Voltage on Large-Signal Characteristics
in the Forward-Active Region

In the analysis of the previous section, the collector-base junction was assumed reverse biased
and ideally had no effect on the collector currents. This is a useful approximation for first-
order calculations, but is not strictly true in practice. There are occasions when the influence
of collector voltage on collector current is important, and this will now be investigated.

The collector voltage has a dramatic effect on the collector current in two regions of device
operation. These are the saturation (V¢ approaches zero) and breakdown (Vg very large)
regions that will be considered later. For values of collector-emitter voltage Vg between these
extremes, the collector current increases slowly as Vg increases. The reason for this can be
seen from Fig. 1.9, which is a sketch of the minority-carrier concentration in the base of the
transistor. Consider the effect of changes in Vg on the carrier concentration for constant Vgg.
Since VpE is constant, the change in Vp equals the change in Vg and this causes an increase
in the collector-base depletion-layer width as shown. The change in the base width of the
transistor, A Wp, equals the change in the depletion-layer width and causes an increase Al¢
in the collector current.

From (1.35) and (1.38) we have

qAbnniz VBE
= —€X

Ic p—— (1.52)
0): Vr
Carrier concentration
Collector depletion
region widens due —I\ |
to AVCE 1 |
I I
| Initial |
Ve | = depletion-» |
7(0) = 1p0 €XP vy | region |
~ \IC | |
e+ Ale Sy | |
' * Figure 1.9 Effect of increases
Emitter Base _'| ~AW5  Collector in Ver on the collector
W depletion region and base
B width of a bipolar transistor.
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Differentiation of (1.52) yields

ol AD,n? 1% d
e (ex BE) o (1.53)
oVcE 05 Vi ) dVcg
and substitution of (1.52) in (1.53) gives
ol Ic d
¢ __Ic d0s (1.54)
Ve QpdVcg
For a uniform-base transistor Qg = WpNy, and (1.54) becomes
al Ic dW
c <78 (1.55)

WVeg  WpdVeg

Note that since the base width decreases as Vg increases, dWp/dVcE in (1.55) is negative
and thus d/¢/dVcE is positive. The magnitude of dWpg/dV g can be calculated from (1.18) for
a uniform-base transistor. This equation predicts that dWpg/dVcE is a function of the bias value
of Vg, but the variation is typically small for a reverse-biased junction and dWpg/dVcE is
often assumed constant. The resulting predictions agree adequately with experimental results.

Equation 1.55 shows that dl¢/dVcEg is proportional to the collector-bias current and
inversely proportional to the transistor base width. Thus narrow-base transistors show a greater
dependence of I on Vg in the forward-active region. The dependence of dl¢/dVcEg on I¢
results in typical transistor output characteristics as shown in Fig. 1.10. In accordance with
the assumptions made in the foregoing analysis, these characteristics are shown for constant
values of Vpg. However, in most integrated-circuit transistors the base current is dependent
only on Vpg and not on V¢E, and thus constant-base-current characteristics can often be used
in the following calculation. The reason for this is that the base current is usually dominated
by the /5> component of (1.45), which has no dependence on V. Extrapolation of the char-
acteristics of Fig. 1.10 back to the Vg axis gives an intercept V4 called the Early voltage,
where

Ic

Va = dl¢

(1.56)

Ve

Figure 1.10 Bipolar transistor output characteristics showing the Earlyvoltage, V4.
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Substitution of (1.55) in (1.56) gives

dVcg
Va=-W
A B Ws

(1.57)

which is a constant, independent of I¢. Thus all the characteristics extrapolate to the same
point on the Vg axis. The variation of /¢ with Vg is called the Early effect, and V4 is
a common model parameter for circuit-analysis computer programs. Typical values of V4
for integrated-circuit transistors are 15 to 100 V. The inclusion of Early effect in dc bias
calculations is usually limited to computer analysis because of the complexity introduced into
the calculation. However, the influence of the Early effect is often dominant in small-signal
calculations for high-gain circuits and this point will be considered later.

Finally, the influence of Early effect on the transistor large-signal characteristics in the
forward-active region can be represented approximately by modifying (1.35) to

Vee VBE
Ic=1I¢| 1+ — —_— 1.58
C s( + Vi )eXp Vi (1.58)

This is a common means of representing the device output characteristics for computer
simulation.

1.3.3 Saturation and Inverse-Active Regions

Saturation is a region of device operation that is usually avoided in analog circuits because the
transistor gain is very low in this region. Saturation is much more commonly encountered in
digital circuits, where it provides a well-specified output voltage that represents a logic state.

In saturation, both emitter-base and collector-base junctions are forward biased. Conse-
quently, the collector-emitter voltage Vg is quite small and is usually in the range 0.05 to
0.3 V. The carrier concentrations in a saturated npn transistor with uniform base doping are
shown in Fig. 1.11. The minority-carrier concentration in the base at the edge of the depletion
region is again given by (1.28) as

Ve
np(WB) = Npo exp TT (159)
Carrier concentration
e y
Ppx)
n,c
1,(0) Ic
~S . — n])(x)
RNy o n,(Wp) Pnc
n,1(x) RN |
PnE _——'—— Sso
f\,——‘—“— \HPZ('X) ~~“~ X
N
Emitter Base Collector

Figure 1.11 Carrier concentrations in a saturated npn transistor. (Not to scale.)
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active region

Figure 1.12 Typical /- Vg characteristics for an npn bipolar transistor. Note the different scales for
positive and negative currents and voltages.

but since Vpc is now positive, the value of n,(Wp) is no longer negligible. Consequently,
changes in Vg with Vpg held constant (which cause equal changes in Vpc) directly affect
np(Wp). Since the collector current is proportional to the slope of the minority-carrier con-
centration in the base [see (1.31)], it is also proportional to [n,(0) — n,(Wp)] from Fig. 1.11.
Thus changes in n,(Wp) directly affect the collector current, and the collector node of the
transistor appears to have a low impedance. As Vcg is decreased in saturation with Vg held
constant, Vpc increases, as does n,(Wpg) from (1.59). Thus, from Fig. 1.11, the collector cur-
rent decreases because the slope of the carrier concentration decreases. This gives rise to the
saturation region of the /¢ — Vg characteristic shown in Fig. 1.12. The slope of the /¢ — Vg
characteristic in this region is largely determined by the resistance in series with the collector
lead due to the finite resistivity of the n-type collector material. A useful model for the transistor
in this region is shown in Fig. 1.13 and consists of a fixed voltage source to represent Vg (on),
and a fixed voltage source to represent the collector-emitter voltage Vcgsar. A more accurate
but more complex model includes a resistor in series with the collector. This resistor can have
a value ranging from 20 to 500 €2, depending on the device structure.

An additional aspect of transistor behavior in the saturation region is apparent from Fig.
1.11. For a given collector current, there is now a much larger amount of stored charge in the
base than there is in the forward-active region. Thus the base-current contribution represented
by (1.41) will be larger in saturation. In addition, since the collector-base junction is now
forward biased, there is a new base-current component due to injection of carriers from the
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VBE (on) -[ -[ VCE (sat) VBE (on) T T VCE (sat)
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(a) npn (D) pnp

C

Figure 1.13 Large-signal models for bipolar transistors in the saturation region.

base to the collector. These two effects result in a base current /p in saturation, which is larger
than in the forward-active region for a given collector current /c. Ratio I¢/Ip in saturation
is often referred to as the forced B and is always less than Br. As the forced g is made lower
with respect to SF, the device is said to be more heavily saturated.

The minority-carrier concentration in saturation shown in Fig. 1.11 is a straight line join-
ing the two end points, assuming that recombination is small. This can be represented as a
linear superposition of the two dotted distributions as shown. The justification for this is that
the terminal currents depend linearly on the concentrations 7,(0) and n,(Wp). This picture of
device carrier concentrations can be used to derive some general equations describing tran-
sistor behavior. Each of the distributions in Fig. 1.11 is considered separately and the two
contributions are combined. The emitter current that would result from 7, (x) above is given
by the classical diode equation

Ipr = —Igs <eXpVBE — 1) (1.60)
Vr

where IEgs is a constant that is often referred to as the saturation current of the junction (no
connection with the transistor saturation previously described). Equation 1.60 predicts that
the junction current is given by Igr =~ Igg with a reverse-bias voltage applied. However,
in practice (1.60) is applicable only in the forward-bias region, since second-order effects
dominate under reverse-bias conditions and typically result in a junction current several orders
of magnitude larger than /gs. The junction current that flows under reverse-bias conditions is
often called the leakage current of the junction.

Returning to Fig. 1.11, we can describe the collector current resulting from np(x)
alone as

1%
Ick = —Ics <exp se 1) (1.61)
Vr

where Ics is a constant. The total collector current /¢ is given by Icg plus the fraction of IgF
that reaches the collector (allowing for recombination and reverse emitter injection). Thus

1% 1%
Ic = arlgs (expBE— 1) — Ics (expBC—l> (1.62)
Vr Vr

where o r has been defined previously by (1.51). Similarly, the total emitter current is composed
of I plus the fraction of /¢ that reaches the emitter with the transistor acting in an inverted
mode. Thus

14 v,
Ig = —Ips (exp “BE 1) + arlcs (exp A 1) (1.63)
Vr Vr

where og is the ratio of emitter to collector current with the transistor operating inverted
(i.e., with the collector-base junction forward biased and emitting carriers into the base and the
emitter-base junction reverse biased and collecting carriers). Typical values of g are 0.5t0 0.8.
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An inverse current gain S is also defined

R
Br =

- l—OlR

(1.64)

and has typical values 1 to 5. This is the current gain of the transistor when operated inverted
and is much lower than Sr because the device geometry and doping densities are designed
to maximize Sr. The inverse-active region of device operation occurs for Vg negative in an
npn transistor and is shown in Fig. 1.12. In order to display these characteristics adequately
in the same figure as the forward-active region, the negative voltage and current scales have
been expanded. The inverse-active mode of operation is rarely encountered in analog circuits.

Equations 1.62 and 1.63 describe npn transistor operation in the saturation region when
VpE and Vpc are both positive, and also in the forward-active and inverse-active regions.
These equations are the Ebers-Moll equations. In the forward-active region, they degenerate
into a form similar to that of (1.35), (1.47), and (1.49) derived earlier. This can be shown by
putting Vg positive and Vpc negative in (1.62) and (1.63) to obtain

V
Ic = aplgs (exp ZBE 1) + Ics (1.65)
Vr
VBE
Ip = —Igs eXpT—l —arlcs (1.66)
T

Equation 1.65 is similar in form to (1.35) except that leakage currents that were previously
neglected have now been included. This minor difference is significant only at high temper-
atures or very low operating currents. Comparison of (1.65) with (1.35) allows us to identify
Is = aplEgs, and it can be shown!? in general that

aplps = arlcs = Is (1.67)

where this expression represents a reciprocity condition. Use of (1.67) in (1.62) and (1.63)
allows the Ebers-Moll equations to be expressed in the general form

V I 1%
Ic = Is [ exp IBE ) S exp BC (1.62a)
Vr R Vr
1 V %
IE:——S expﬂ—l + Is expﬂ—l (1.63a)
oF VT VT

This form is often used for computer representation of transistor large-signal behavior.
The effect of leakage currents mentioned above can be further illustrated as follows. In
the forward-active region, from (1.66)

Igs <exp VVL;E - 1) = —Ig —agrlcs (1.68)
Substitution of (1.68) in (1.65) gives
Ic = —aplg+ Ico (1.69)
where
Ico = Ics(1 — agar) (1.69a)

and Ico is the collector-base leakage current with the emitter open. Although Icp is given
theoretically by (1.69a), in practice, surface leakage effects dominate when the collector-base
junction is reverse biased and /¢ is typically several orders of magnitude larger than the value
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given by (1.69a). However, (1.69) is still valid if the appropriate measured value for I¢c¢ is
used. Typical values of I¢o are from 10710 t0 10712 A at 25°C, and the magnitude doubles
about every 8°C. As a consequence, these leakage terms can become very significant at high
temperatures. For example, consider the base current /p. From Fig. 1.5 this is

Ip = —c+ Ig) (1.70)
If If is calculated from (1.69) and substituted in (1.70), the result is

_l—af Ico

Ip = Ic (1.71)
afF oaF
But from (1.50)
o
Br =1 F (1.72)
P
and use of (1.72) in (1.71) gives
I I
Ip= -5 (1.73)
Br  ar

Since the two terms in (1.73) have opposite signs, the effect of I¢¢ is to decrease the magnitude
of the external base current at a given value of collector current.

EXAMPLE

If Ico is 10710 A at 24°C, estimate its value at 120°C.
Assuming that /¢ doubles every 8°C, we have

Ic0(120°C) = 10710 x 212
=04 pA

1.3.4 Transistor Breakdown Voltages

In Section 1.2.2 the mechanism of avalanche breakdown in a pn junction was described.
Similar effects occur at the base-emitter and base-collector junctions of a transistor and these
effects limit the maximum voltages that can be applied to the device.

First consider a transistor in the common-base configuration shown in Fig. 1.14a and
supplied with a constant emitter current. Typical /¢ — V¢ p characteristics for an npn transistor
in such a connection are shown in Fig. 1.14b. For Ir = 0 the collector-base junction breaks
down at a voltage BV po, which represents collector-base breakdown with the emitter open.
For finite values of I, the effects of avalanche multiplication are apparent for values of Vcp
below BVcpo. In the example shown, the effective common-base current gain ar = Ic/Ig
becomes larger than unity for values of Vp above about 60 V. Operation in this region (but
below BVcpp) can, however, be safely undertaken if the device power dissipation is not
excessive. The considerations of Section 1.2.2 apply to this situation, and neglecting leakage
currents, we can calculate the collector current in Fig. 1.14a as

IC = —(XFIEM (174)
where M is defined by (1.26) and thus

IC = —OlF]E (175)

' (ven)
BVcpo
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One further point to note about the common-base characteristics of Fig. 1.14b is that for
low values of Vcp where avalanche effects are negligible, the curves show very little of the
Early effect seen in the common-emitter characteristics. Base widening still occurs in this
configuration as Vcp is increased, but unlike the common-emitter connection, it produces
little change in Ic. This is because /g is now fixed instead of Vg or Ip, and in Fig. 1.9, this
means the slope of the minority-carrier concentration at the emitter edge of the base is fixed.
Thus the collector current remains almost unchanged.

Now consider the effect of avalanche breakdown on the common-emitter characteristics
of the device. Typical characteristics are shown in Fig. 1.12, and breakdown occurs at a
value BV, which is sometimes called the sustaining voltage LVcgo. As in previous cases,
operation near the breakdown voltage is destructive to the device only if the current (and thus
the power dissipation) becomes excessive.

The effects of avalanche breakdown on the common-emitter characteristics are more com-
plex than in the common-base configuration. This is because hole-electron pairs are produced
by the avalanche process and the holes are swept into the base, where they effectively con-
tribute to the base current. In a sense, the avalanche current is then amplified by the transistor.
The base current is still given by

Ig =—(c+IE) (1.76)
Equation 1.74 still holds, and substitution of this in (1.76) gives
o= Mor (1.77)
1 — Moap
where
M= S (1.78)

()
BVcpo



22 Chapter 1 = Models for Integrated-Circuit Active Devices

Equation 1.77 shows that I¢ approaches infinity as Mo approaches unity. That is, the
effective B approaches infinity because of the additional base-current contribution from the
avalanche process itself. The value of BV can be determined by solving

Marp =1 (1.79)
If we assume that Vep >~ Vo, this gives
or
_— = 1.80
-~ ( BVCEO)n (1.80)
BVcpo
and this results in
BVceo T—ar
BVcepo
and thus
BVcpo
BVcpo ~ —— i (1.81)

Equation 1.81 shows that BV is less than BV g by a substantial factor. However, the value
of BVcpo, which must be used in (1.81), is the plane junction breakdown of the collector-base
junction, neglecting any edge effects. This is because it is only collector-base avalanche current
actually under the emitter that is amplified as described in the previous calculation. However,
as explained in Section 1.2.2, the measured value of BV po is usually determined by avalanche
in the curved region of the collector, which is remote from the active base. Consequently, for
typical values of Br = 100 and n = 4, the value of BVEg( is about one-half of the measured
BVcpo and not 30 percent as (1.81) would indicate.

Equation 1.81 explains the shape of the breakdown characteristics of Fig. 1.12 if the
dependence of B on collector current is included. As Vg is increased from zero with Ip = 0,
the initial collector current is approximately SrIco from (1.73); since Ico is typically several
picoamperes, the collector current is very small. As explained in the next section, B is small
at low currents, and thus from (1.81) the breakdown voltage is high. However, as avalanche
breakdown begins in the device, the value of /¢ increases and thus S increases. From (1.81)
this causes a decrease in the breakdown voltage and the characteristic bends back as shown in
Fig. 1.12 and exhibits a negative slope. At higher collector currents, 85 approaches a constant
value and the breakdown curve with Ip = 0 becomes perpendicular to the V¢ axis. The value
of V¢ in this region of the curve is usually defined to be BV¢Eg, since this is the maximum
voltage the device can sustain. The value of BF to be used to calculate BVcEgp in (1.81) is thus
the peak value of Br. Note from (1.81) that high-g transistors will thus have low values of
BVcEo.

The base-emitter junction of a transistor is also subject to avalanche breakdown. However,
the doping density in the emitter is made very large to ensure a high value of By [Np is made
large in (1.45) to reduce Ip;]. Thus the base is the more lightly doped side of the junction
and determines the breakdown characteristic. This can be contrasted with the collector-base
junction, where the collector is the more lightly doped side and results in typical values of
BVcpo of 20 to 80 V or more. The base is typically an order of magnitude more heavily doped
than the collector, and thus the base-emitter breakdown voltage is much less than BV pp and is
typically about 6 to 8 V. This is designated BVEpo. The breakdown voltage for inverse-active
operation shown in Fig. 1.12 is approximately equal to this value because the base-emitter
junction is reverse biased in this mode of operation.

The base-emitter breakdown voltage of 6 to 8 V provides a convenient reference voltage
in integrated-circuit design, and this is often utilized in the form of a Zener diode. However,
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care must be taken to ensure that all other transistors in a circuit are protected against reverse
base-emitter voltages sufficient to cause breakdown. This is because, unlike collector-base
breakdown, base-emitter breakdown is damaging to the device. It can cause a large degradation
in BF, depending on the duration of the breakdown-current flow and its magnitude.!! If the
device is used purely as a Zener diode, this is of no consequence, but if the device is an
amplifying transistor, the 87 degradation may be serious.

EXAMPLE

If the collector doping density in a transistor is 2 x 10> atoms/cm?> and is much less than the
base doping, calculate BVcrgo for 8 = 100 and n = 4. Assume €., = 3 x 10° V/cm.
The plane breakdown voltage in the collector can be calculated from (1.24) using

%max = %Cl‘it:
Na+ N
BVepo = CNATND) o
2qNaNp
Since Np < N4, we have
BVesol € g2 1.04 x 1072 9x10°V =146V
= — L= X X =
CBOplane = 50 Np "t T 2% 1.6 x 10719 x 2 x 1015
From (1.81)
146
BVepo = —V =46V

J100

1.3.5 Dependence of Transistor Current Gain g on Operating Conditions

Although most first-order analyses of integrated circuits make the assumption that B is con-
stant, this parameter does in fact depend on the operating conditions of the transistor. It was
shown in Section 1.3.2, for example, that increasing the value of Vg increases /¢ while
producing little change in /p, and thus the effective SBr of the transistor increases. In Section
1.3.4 it was shown that as Vg approaches the breakdown voltage, BV, the collector cur-
rent increases due to avalanche multiplication in the collector. Equation 1.77 shows that the
effective current gain approaches infinity as Vcg approaches BVcgo.

In addition to the effects just described, BF also varies with both temperature and tran-
sistor collector current. This is illustrated in Fig. 1.15, which shows typical curves of Br
versus I¢ at three different temperatures for an npn integrated circuit transistor. It is evident
that Br increases as temperature increases, and a typical temperature coefficient for Br is
47000 ppm/°C (where ppm signifies parts per million). This temperature dependence of Sr
is due to the effect of the extremely high doping density in the emitter,'> which causes the
emitter injection efficiency y to increase with temperature.

The variation of Sy with collector current, which is apparent in Fig. 1.15, can be divided
into three regions. Region I is the low-current region, where S decreases as I¢ decreases.
Region Il is the midcurrent region, where B is approximately constant. Region III is the high-
current region, where B decreases as /¢ increases. The reasons for this behavior of Br with
I ¢ can be better appreciated by plotting base current /g and collector current /¢ on a log scale
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as a function of Vpg. This is shown in Fig. 1.16, and because of the log scale on the vertical
axis, the value of In S can be obtained directly as the distance between the two curves.

At moderate current levels represented by region Il in Figs. 1.15 and 1.16, both I¢ and /p
follow the ideal behavior, and

%
Ic = Isexp —2£ (1.82)
Vr
I 1%
Ip~ —3— exp 2L (1.83)
BEMm Vr

where Bry is the maximum value of Sr and is given by (1.48).

At low current levels, I¢ still follows the ideal relationship of (1.82), and the decrease in
BF is due to an additional component in /g, which is mainly due to recombination of carriers
in the base-emitter depletion region and is present at any current level. However, at higher
current levels the base current given by (1.83) dominates, and this additional component has
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little effect. The base current resulting from recombination in the depletion region is’

Ipx >~ stexp (184)

mVr

where
m>~?2

At very low collector currents, where (1.84) dominates the base current, the current gain can
be calculated from (1.82) and (1.84) as

Ic Is VBE 1
Brr =~ ~S = 5 exp ~BE <1—) (1.85)
Ipx  Isx P Vr m
Substitution of (1.82) in (1.85) gives
Is I\ 1=0/m)
BrL ~ — <> (1.86)
Isx \ Is

If m ~ 2, then (1.86) indicates that 8 is proportional to /I¢ at very low collector currents.

At high current levels, the base current /5 tends to follow the relationship of (1.83), and
the decrease in B in region III is due mainly to a decrease in I¢ below the value given by
(1.82). (In practice the measured curve of /p versus Vpg in Fig. 1.16 may also deviate from a
straight line at high currents due to the influence of voltage drop across the base resistance.)
The decrease in I¢ is due partly to the effect of high-level injection, and at high current levels
the collector current approaches’

VBE
Ic >~ 1 — 1.87
¢ = Isnexp Vy (1.87)
The current gain in this region can be calculated from (1.87) and (1.83) as
Isn VBE
~ = - 1.88
Bru s Brm exp ( 2VT> (1.88)

Substitution of (1.87) in (1.88) gives
2y 1
BrH =~ Is Brm I

Thus BF decreases rapidly at high collector currents.

In addition to the effect of high-level injection, the value of S at high currents is also
decreased by the onset of the Kirk effect,'? which occurs when the minority-carrier concentra-
tion in the collector becomes comparable to the donor-atom doping density. The base region
of the transistor then stretches out into the collector and becomes greatly enlarged.

1.4 Small-Signal Models of Bipolar Transistors

Analog circuits often operate with signal levels that are small compared to the bias currents
and voltages in the circuit. In these circumstances, incremental or small-signal models can be
derived that allow calculation of circuit gain and terminal impedances without the necessity
of including the bias quantities. A hierarchy of models with increasing complexity can be
derived, and the more complex ones are generally reserved for computer analysis. Part of the
designer’s skill is knowing which elements of the model can be omitted when performing hand
calculations on a particular circuit, and this point is taken up again later.
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Figure 1.17 Effect of a small-signal input voltage applied to a bipolar transistor. (a) Circuit schematic.
(b) Corresponding changes in carrier concentrations in the base when the device is in the
forward-active region.

Consider the bipolar transistor in Fig. 1.17a with bias voltages Vpg and V¢ applied as
shown. These produce a quiescent collector current, /¢, and a quiescent base current, /g, and the
device is in the forward-active region. A small-signal input voltage v; is applied in series with
VpE and produces a small variation in base current i, and a small variation in collector current
i.. Total values of base and collector currents are 1, and /., respectively, and thus I, = (Ip + ip)
and I, = (Ic + i.). The carrier concentrations in the base of the transistor corresponding to
the situation in Fig. 1.17a are shown in Fig. 1.17b. With only bias voltages applied, the carrier
concentrations are given by the solid lines. Application of the small-signal voltage v; causes
n,(0) at the emitter edge of the base to increase, and produces the concentrations shown by the
dotted lines. These pictures can now be used to derive the various elements in the small-signal
equivalent circuit of the bipolar transistor.

1.4.1 Transconductance

The transconductance is defined as

= (1.89)

Since
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we can write
Alc = gnAVpE
and thus
lc = 8mVi (1.90)
The value of g, can be found by substituting (1.35) in (1.89) to give

Vee  Is Vee Ic  qlc
= Isexp—— = —exp—— = — = —
dVEg Vr Vr Vr Ve kT

8m (1.91)
The transconductance thus depends linearly on the bias current /¢ and is 38 mA/V for I¢c =
1 mA at 25°C for any bipolar transistor of either polarity (npn or pnp), of any size, and made
of any material (Si, Ge, GaAs).

To illustrate the limitations on the use of small-signal analysis, the foregoing relation will
be derived in an alternative way. The total collector current in Fig. 1.17a can be calculated
using (1.35) as

VBE +v; VBE Vi
I. =1 —_— = —_— — 1.92
c=Igexp Vr s exp Vr exp Vr (1.92)
But the collector bias current is
v
Ic = Isexp —£ (1.93)
Vr
and use of (1.93) in (1.92) gives
I = Icexp - (1.94)
Vr

If vi < V7, the exponential in (1.94) can be expanded in a power series,

2 3
Vi 1 /v L (v

I.=Ic|l+—+-|— — [ — 1.95
o= Ic +VT+2(VT)+6(VT)+ (1.95)

Now the incremental collector current is
ic=1.—1I¢ (1.96)

and substitution of (1.96) in (1.95) gives

1 11 11

fe= S-Sy (1.97)

et 2v2 T eva

If v < Vr, (1.97) reduces to (1.90), and the small-signal analysis is valid. The criterion
for use of small-signal analysis is thus v; = AVpg « 26 mV at 25°C. In practice, if AVpg is
less than 10 mV, the small-signal analysis is accurate within about 10 percent.

1.4.2 Base-Charging Capacitance

Figure 1.17b shows that the change in base-emitter voltage AVpg = v; has caused a change
A Q. = g, in the minority-carrier charge in the base. By charge-neutrality requirements, there
is an equal change A O, = g, in the majority-carrier charge in the base. Since majority carriers
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are supplied by the base lead, the application of voltage v; requires the supply of charge ¢, to
the base, and the device has an apparent input capacitance
_ I

Vi

Cy (1.98)

The value of Cj, can be related to fundamental device parameters as follows. If (1.39) is divided
by (1.33), we obtain

Q. _ W
Ic 2D,

=TF (1.99)

The quantity 7r has the dimension of time and is called the base transit time in the forward
direction. Since it is the ratio of the charge in transit (Q,) to the current flow (/¢), it can
be identified as the average time per carrier spent in crossing the base. To a first order it
is independent of operating conditions and has typical values 10 to 500 ps for integrated
npn transistors and 1 to 40 ns for lateral pnp transistors. Practical values of 7 tend to be
somewhat lower than predicted by (1.99) for diffused transistors that have nonuniform base
doping.'* However, the functional dependence on base width W and diffusion constant D,
is as predicted by (1.99).

From (1.99)
AQ.=T1rAlc (1.100)
But since AQ, = AQy,, we have
AQp =7rAlc (1.101)
and this can be written
gh = TFic (1.102)
Use of (1.102) in (1.98) gives
Cp = rpc (1.103)
Vi

and substitution of (1.90) in (1.103) gives

Co = TFgm (1.104)

qlc
=Tp— 1.105
T kT ( )

Thus the small-signal, base-charging capacitance is proportional to the collector bias current.

In the inverse-active mode of operation, an equation similar to (1.99) relates stored charge
and current via a time constant 7. This is typically orders of magnitude larger than 7 because
the device structure and doping are optimized for operation in the forward-active region.
Since the saturation region is a combination of forward-active and inverse-active operation,
inclusion of the parameter 7 in a SPICE listing will model the large charge storage that occurs
in saturation.

1.4.3 Input Resistance
In the forward-active region, the base current is related to the collector current by

Ic

Ip =
Br

(1.47)
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Small changes in /5 and /¢ can be related using (1.47):

d Ic
Alp=— | — | Al 1.106
B dlc (,BF> c ( )
and thus
Ale e d [(Ic\]!
_ _le_ |4 (Ic 1.107
Po Alp ip |:dlc (,BF)] ( )

where By is the small-signal current gain of the transistor. Note that if B is constant, then
Br = Bo. Typical values of By are close to those of BF, and in subsequent chapters little
differentiation is made between these quantities. A single value of j is often assumed for a
transistor and then used for both ac and dc calculations.

Equation 1.107 relates the change in base current i, to the corresponding change in
collector current i., and the device has a small-signal input resistance given by

Vi
Fp = — (1.108)
lp
Substitution of (1.107) in (1.108) gives
Vi
== —PBo (1.109)
le
and use of (1.90) in (1.109) gives
I = @ (1.110)
8m

Thus the small-signal input shunt resistance of a bipolar transistor depends on the current gain
and is inversely proportional to Ic.

1.4.4 Output Resistance

In Section 1.3.2 the effect of changes in collector-emitter voltage Vg on the large-signal
characteristics of the transistor was described. It follows from that treatment that small changes
AVcEg in Veg produce corresponding changes Alc in I¢, where

Ale =l Ay, (1.111)
Cc = BVCE CE .
Substitution of (1.55) and (1.57) in (1.111) gives
AV, 1%
CE_7A_,, (1.112)
Alc Ic

where V4 is the Early voltage and r, is the small-signal output resistance of the transistor.
Since typical values of V4 are 50 to 100 V, corresponding values of r, are 50 to 100 k<2 for
Ic = ImA. Note that r, is inversely proportional to /¢, and thus r, can be related to g, as
are many of the other small-signal parameters.

o= — (1.113)

where

(1.114)
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ro= B r o= a1 = qlc Cy =158, Figure 1.18 Basic bipolar transistor

small-signal equivalent circuit.

If V4 =100V, then n = 2.6 x 10~* at 25°C. Note that 1/r, is the slope of the output char-
acteristics of Fig. 1.10.

1.4.5 Basic Small-Signal Model of the Bipolar Transistor

Combination of the above small-signal circuit elements yields the small-signal model of the
bipolar transistor shown in Fig. 1.18. This is valid for both npn and pnp devices in the forward-
active region and is called the hybrid-m model. Collector, base, and emitter nodes are labeled
C, B and E, respectively. The elements in this circuit are present in the equivalent circuit of
any bipolar transistor and are specified by relatively few parameters (8, ¢, 1, I¢). Note that
in the evaluation of the small-signal parameters for pnp transistors, the magnitude only of
Ic is used. In the following sections, further elements are added to this model to account for
parasitics and second-order effects.

1.4.6 Collector-Base Resistance

Consider the effect of variations in Vcg on the minority charge in the base as illustrated
in Fig. 1.9. An increase in Vg causes an increase in the collector depletion-layer width and
consequent reduction of base width. This causes a reduction in the total minority-carrier charge
stored in the base and thus a reduction in base current /5 due to a reduction in /51 given by
(1.40). Since an increase A Vg in Vg causes a decrease Al in I, this effect can be modeled
by inclusion of a resistor r, from collector to base of the model of Fig. 1.18. If Vg is assumed
held constant, the value of this resistor can be determined as follows.

_ AVceg _ AVeg Alc

Fu = Algt — Ale Mg (1.115)
Substitution of (1.112) in (1.115) gives
Alc
Ty = rOFBl (1.116)

If the base current /5 is composed entirely of component /g1, then (1.107) can be used in
(1.116) to give

ru = Boro (1.117)

This is a lower limit for r,. In practice, /p; is typically less than 10 percent of /p [component
Iy from (1.42) dominates] in integrated npn transistors, and since /p; is very small, the change
Al in I foragiven AVcg and Al is also very small. Thus a typical value for r,, is greater
than 108yr,. For lateral pnp transistors, recombination in the base is more significant, and r,
is in the range 2Bor, to 5Bor,.
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1.4.7 Parasitic Elements in the Small-Signal Model

The elements of the bipolar transistor small-signal equivalent circuit considered so far may be
considered basic in the sense that they arise directly from essential processes in the device.
However, technological limitations in the fabrication of transistors give rise to a number of
parasitic elements that must be added to the equivalent circuit for most integrated-circuit
transistors. A cross section of a typical npn transistor in a junction-isolated process is shown
in Fig. 1.19. The means of fabricating such devices is described in Chapter 2.

As described in Section 1.2, all pn junctions have a voltage-dependent capacitance asso-
ciated with the depletion region. In the cross section of Fig. 1.19, three depletion-region
capacitances can be identified. The base-emitter junction has a depletion-region capacitance
Cje and the base-collector and collector-substrate junctions have capacitances C, and C;,
respectively. The base-emitter junction closely approximates an abrupt junction due to the
steep rise of the doping density caused by the heavy doping in the emitter. Thus the variation
of Cj. with bias voltage is well approximated by (1.21). The collector-base junction behaves
like a graded junction for small bias voltages since the doping density is a function of dis-
tance near the junction. However, for larger reverse-bias values (more than about a volt), the
junction depletion region spreads into the collector, which is uniformly doped, and thus for
devices with thick collectors the junction tends to behave like an abrupt junction with uniform
doping. Many modern high-speed processes, however, have very thin collector regions (of the
order of one micron), and the collector depletion region can extend all the way to the buried
layer for quite small reverse-bias voltages. When this occurs, both the depletion region and
the associated capacitance vary quite slowly with bias voltage. The collector-base capacitance
C,, thus tends to follow (1.22) for very small bias voltages and (1.21) for large bias voltages
in thick-collector devices. In practice, measurements show that the variation of C,, with bias
voltage for most devices can be approximated by

Cuo
(%)
Yo

where V is the forward bias on the junction and n is an exponent between about 0.2 and 0.5. The
third parasitic capacitance in a monolithic npn transistor is the collector-substrate capacitance

C,= (1.117a)
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Figure 1.19 Integrated-circuit npn bipolar transistor structure showing parasitic elements. (Not
to scale.)
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C¢s, and for large reverse bias voltages this varies according to the abrupt junction equation
(1.21) for junction-isolated devices. In the case of oxide-isolated devices, however, the deep
p diffusions used to isolate the devices are replaced by oxide. The sidewall component of
C,s then consists of a fixed oxide capacitance. Equation 1.117a may then be used to model
C¢s, but a value of n less than 0.5 gives the best approximation. In general, (1.117a) will be
used to model all three parasitic capacitances with subscripts e, ¢, and s on n and ¥ used
to differentiate emitter-base, collector-base, and collector-substrate capacitances, respectively.
Typical zero-bias values of these parasitic capacitances for a minimum-size npn transistor in
a modern oxide-isolated process are C .0 >~ 10 fF, C;,0 >~ 10 fF, and C50 >~ 20 fF. Values for
other devices are summarized in Chapter 2.

As described in Chapter 2, lateral pnp transistors have a parasitic capacitance Cpg from
base to substrate in place of C.;. Note that the substrate is always connected to the most
negative voltage supply in the circuit in order to ensure that all isolation regions are separated
by reverse-biased junctions. Thus the substrate is an ac ground, and all parasitic capacitance
to the substrate is connected to ground in an equivalent circuit.

The final elements to be added to the small-signal model of the transistor are resistive
parasitics. These are produced by the finite resistance of the silicon between the top contacts
on the transistor and the active base region beneath the emitter. As shown in Fig. 1.19, there
are significant resistances rj, and r. in series with the base and collector contacts, respectively.
There is also a resistance r., of several ohms in series with the emitter lead that can become
important at high bias currents. (Note that the collector resistance r. is actually composed of
three parts labeled 7.1, rc2, and r.3.) Typical values of these parameters are r, = 50 to 500 €2,
Fex = 1t03 Q,and r, = 20to 500 2. The value of r,, varies significantly with collector current
because of current crowding." This occurs at high collector currents where the dc base current
produces a lateral voltage drop in the base that tends to forward bias the base-emitter junction
preferentially around the edges of the emitter. Thus the transistor action tends to occur along
the emitter periphery rather than under the emitter itself, and the distance from the base contact
to the active base region is reduced. Consequently, the value of r;, is reduced, and in a typical
npn transistor, r, may decrease 50 percent as /¢ increases from 0.1 mA to 10 mA.

The value of these parasitic resistances can be reduced by changes in the device structure.
For example, a large-area transistor with multiple base and emitter stripes will have a smaller
value of r,. The value of 7. is reduced by inclusion of the low-resistance buried n™ layer
beneath the collector.

The addition of the resistive and capacitive parasitics to the basic small-signal circuit of
Fig. 1.18 gives the complete small-signal equivalent circuit of Fig. 1.20. The internal base node

Tu
rp B’ ICT re
Bo MWy J_ Ll _L M\ oC
Cﬂ' —|— r‘rr%"ﬁ 8mV1 7o ICCS
Tex
O O

Figure 1.20 Complete bipolar transistor small-signal equivalent circuit.
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is labeled B’ to distinguish it from the external base contact B. The capacitance C;, contains
the base-charging capacitance Cj, and the emitter-base depletion layer capacitance C .

Cr=Cp+Cje (1.118)

Note that the representation of parasitics in Fig. 1.20 is an approximation in that lumped
elements have been used. In practice, as suggested by Fig. 1.19, C,, is distributed across r,
and C,, is distributed across r.. This lumped representation is adequate for most purposes but
can introduce errors at very high frequencies. It should also be noted that while the parasitic
resistances of Fig. 1.20 can be very important at high bias currents or for high-frequency
operation, they are usually omitted from the equivalent circuit for low-frequency calculations,
particularly for collector bias currents less than 1 mA.

EXAMPLE

Derive the complete small-signal equivalent circuit for a bipolar transistor at /c = 1 mA,
Vep = 3V,and Vs = 5V. Device parameters are C j.0 = 10fF, n, = 0.5, 0. = 0.9V, Cyo =
10 fF, ne = 0.3, Yo, = 0.5V, Ces0 = 20 fF, ngy = 0.3, Yo, = 0.65 V, o = 100, 7= 10 ps,
Va=20V,r, =300 2,7, =50 Q,rex =5 Q,r, =10 Bor,.

Since the base-emitter junction is forward biased, the value of C j, is difficult to determine
for reasons described in Section 1.2.1. Either a value can be determined by computer or a
reasonable estimation is to double C 0. Using the latter approach, we estimate

Cje=201F
Using (1.117a) gives, for the collector-base capacitance,

C 10
C, = UL =5.61F

\V e 0.3
(1+ CB) 1+i
1aﬁ()c 0.5

The collector-substrate capacitance can also be calculated using (1.117a)

c 20
Cor= o = — = 10.5fF

Ves )"‘Y 5
1+ 1+ —
( Yos ( * O.65>

From (1.91) the transconductance is

_qlc 1073

X

&m
From (1.104) the base-charging capacitance is
Cp=7rgm = 10 x 10712 x 38 x 107> F = 0.38 pF
The value of C;; from (1.118) is

Cr = 0.38 +0.02 pF = 0.4 pF
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Figure 1.21 Complete small-signal equivalent circuit for a bipolar transistor at Ic = 1 mA, Vep =3V,
and Veg = 5 V. Device parameters are Cjo = 10 fF, n, = 0.5, ¥, =09V, Cp = 10 fF, n. = 0.3,
Yo = 0.5V, Ceo = 20 fF, ny = 0.3, Yo, = 0.65 V, B = 100, 7= 10 ps, V4 =20V, r, = 30012,

re =50 Q2,10 =5 R, 1, = 108or0.

The input resistance from (1.110) is

rn:@:100x26§2=2.6k§2

8m
The output resistance from (1.112) is

20

To

and thus the collector-base resistance is
ru = 10Bor, = 10 x 100 x 20 kQ = 20 MQ

u The equivalent circuit with these parameter values is shown in Fig. 1.21.

1.4.8 Specification of Transistor Frequency Response

The high-frequency gain of the transistor is controlled by the capacitive elements in the equiv-
alent circuit of Fig. 1.20. The frequency capability of the transistor is most often specified
in practice by determining the frequency where the magnitude of the short-circuit, common-
emitter current gain falls to unity. This is called the transition frequency, fr,and is a measure of
the maximum useful frequency of the transistor when it is used as an amplifier. The value of fr
can be measured as well as calculated, using the ac circuit of Fig. 1.22. A small-signal current
i; is applied to the base, and the output current i,, is measured with the collector short-circuited
for ac signals. A small-signal equivalent circuit can be formed for this situation by using the
equivalent circuit of Fig. 1.20 as shown in Fig. 1.23, where ., and r,, have been neglected. If
r. 1s assumed small, then r, and C.; have no influence, and we have

I'sg

~ ij (1.119)
I+ rz(Cr+Cps

V1

If the current fed forward through C,, is neglected,

io ™ gmvi (1.120)
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1

= Figure 1.22 Schematic of ac circuit for measurement of f7.
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Figure 1.23 Small-signal equivalent circuit for the calculation of f.

Substitution of (1.119) in (1.120) gives

8ml'n

i'
T4 r2(Cr + Cp)s

iy =~

and thus

o . /3()

o (]a)) -
. Cr+C
1 1 ,30 T /LJ.

(1.121)

m

using (1.110).
Now if i,/ i;(jw) is written as B(jw) (the high-frequency, small-signal current gain), then

Bo
Cr+Cy jo
8m

At high frequencies the imaginary part of the denominator of (1.122) is dominant, and we can
write

B(jw) = (1.122)

1+ Bo

. 8m
Bljw) ~ ————— (1.123)
Jo (Cr +Cp)
From (1.123), |B(jw)| = 1 when
8m
w=wr = —————— 1.124
' = Cr+Cy (1.124)
and thus
1 8m
= 1.125
Jt=5rc+c, (1125

The transistor behavior can be illustrated by plotting |B(jw)| using (1.122) as shown in
Fig. 1.24. The frequency wg is defined as the frequency where |B(jw)| is equal to Bo/ V2
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(3 dB down from the low-frequency value). From (1.122) we have

1
wp=——Sm 2T (1.126)
:30 CT[+C[L ﬂO

From Fig. 1.24 it can be seen that w7 can be determined by measuring | 8(jw)| at some frequency
wy where |B(jw)| is falling at 6 dB/octave and using

wr = x| f(jwy)] (1.127)

This is the method used in practice, since deviations from ideal behavior tend to occur as
|B(jw)| approaches unity. Thus |B(jw)| is typically measured at some frequency where its
magnitude is about 5 or 10, and (1.127) is used to determine wr.

It is interesting to examine the time constant, 77, associated with wr. This is defined as

1
T = — (1.128)
wr
and use of (1.124) in (1.128) gives
C C
= = 4 £ (1.129)
8m 8m
Substitution of (1.118) and (1.104) in (1.129) gives
C C; C C; C
POl ATt LAl Rl (1.130)
8Em 8Em 8Em 8m 8m

Equation 1.130 indicates that 77 is dependent on /¢ (through g,,) and approaches a constant
value of 7 at high collector bias currents. At low values of /¢, the terms involving C, and
C,, dominate, and they cause 77 to rise and fr to fall as I¢ is decreased. This behavior is
illustrated in Fig. 1.25, which is a typical plot of f7 versus /¢ for an integrated-circuit npn
transistor. The decline in f7 at high collector currents is not predicted by this simple theory
and is due to an increase in Tr caused by high-level injection and Kirk effect at high currents.
These are the same mechanisms that cause a decrease in B at high currents as described in
Section 1.3.5.
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EXAMPLE

A bipolar transistor has a short-circuit, common-emitter current gain at 1 GHz of 8 with
Ic = 0.25mAand 9 with /c = 1 mA. Assuming that high-level injection effects are negligible,
calculate Cj, and TF, assuming both are constant. The measured value of C, is 10 fF.

From the data, values of fr are

fri=8x1=8GHz at Ic=025mA
fr2=9x1=9GHz at Ic=1mA

Corresponding values of 77 are

T = =199 ps

1
27T

1
T = = 17.7 ps
2nfr2

Using these data in (1.130), we have
19.9 x 10712 = 17 +-104(C,, + Cjo) (1.131)
at Ic = 0.25 mA. At Ic = 1 mA we have
17.7 x 10712 = 77 426(C,, + Cje) (1.132)
Subtraction of (1.132) from (1.131) yields
Cu+Cj, =2821F
Since C,, was measured as 10 fF, the value of Cj, is given by

Cje = 182 fF
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Substitution in (1.131) gives
T = 17ps

This is an example of how basic device parameters can be determined from high-frequency
current-gain measurements. Note that the assumption that C, is constant is a useful approxi-
mation in practice because Vg changes by only 36 mV as /¢ increases from 0.25 mA to 1 mA.

1.5 Large-Signal Behavior of Metal-Oxide-Semiconductor
Field-Effect Transistors

Metal-oxide-semiconductor field-effect transistors (MOSFETs) have become dominant in the
area of digital integrated circuits because they allow high density and low power dissipation.
In contrast, bipolar transistors still provide many advantages in stand-alone analog integrated
circuits. For example, the transconductance per unit bias current in bipolar transistors is usually
much higher than in MOS transistors. So in systems where analog techniques are used on some
integrated circuits and digital techniques on others, bipolar technologies are often preferred
for the analog integrated circuits and MOS technologies for the digital. To reduce system
cost and increase portability, both increased levels of integration and reduced power dissipa-
tion are required, forcing the associated analog circuits to use MOS-compatible technologies.
One way to achieve these goals is to use a processing technology that provides both bipolar
and MOS transistors, allowing great design flexibility. However, all-MOS processes are less
expensive than combined bipolar and MOS processes. Therefore, economic considerations
drive integrated-circuit manufacturers to use all-MOS processes in many practical cases. As a
result, the study of the characteristics of MOS transistors that affect analog integrated-circuit
design is important.

1.5.1 Transfer Characteristics of MOS Devices

A cross section of a typical enhancement-mode n-channel MOS (NMOS) transistor is shown
in Fig. 1.26. Heavily doped n-type source and drain regions are fabricated in a p-type substrate
(often called the body). A thin layer of silicon dioxide is grown over the substrate material and

Metal or poly silicon
gate contract

Source, Gaéte, Drain,
SiOQ\ N Si0, D Si0,
% %T T/ %
Channel
region

p-type substrate (body)

l

B

Figure 1.26 Typical enhancement-mode NMOS structure.
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a conductive gate material (metal or polycrystalline silicon) covers the oxide between source
and drain. Note that the gate is horizontal in Fig. 1.26, and we will use this orientation in all
descriptions of the physical operation of MOS devices. In operation, the gate-source voltage
modifies the conductance of the region under the gate, allowing the gate voltage to control the
current flowing between source and drain. This control can be used to provide gain in analog
circuits and switching characteristics in digital circuits.

The enhancement-mode NMOS device of Fig. 1.26 shows significant conduction between
source and drain only when an n-type channel exists under the gate. This observation is the
origin of the n-channel designation. The term enhancement mode refers to the fact that no
conduction occurs for Vg = 0. Thus, the channel must be enhanced to cause conduction. MOS
devices can also be made by using an n-type substrate with a p-type conducting channel. Such
devices are called enhancement-mode p-channel MOS (PMOS) transistors. In complementary
MOS (CMOS) technology, both device types are present.

The derivation of the transfer characteristics of the enhancement-mode NMOS device of
Fig. 1.26 begins by noting that with Vg = 0, the source and drain regions are separated by
back-to-back pn junctions. These junctions are formed between the n-type source and drain
regions and the p-type substrate, resulting in an extremely high resistance (about 10'2 )
between drain and source when the device is off.

Now consider the substrate, source, and drain grounded with a positive voltage Vi s applied
to the gate as shown in Fig. 1.27. The gate and substrate then form the plates of a capacitor
with the SiO; as a dielectric. Positive charge accumulates on the gate and negative charge in
the substrate. Initially, the negative charge in the p-type substrate is manifested by the creation
of a depletion region and the exclusion of holes under the gate as described in Section 1.2 for
a pn-junction. The depletion region is shown in Fig. 1.27. The results of Section 1.2 can now
be applied. Using (1.10), the depletion-layer width X under the oxide is

2egp \!/2
X = <qN> (1.133)
A

where ¢ is the potential in the depletion layer at the oxide-silicon interface, N4 is the doping
density (assumed constant) of the p-type substrate in atoms/cm?, and € is the permittivity of
the silicon. The charge per area in this depletion region is

0 = gNsX = \/2qNre¢ (1.134)

Induced
n-type channel SiO,

L
S
n
\\\
) Channel length
Depletion | |
region ! L !

Figure 1.27 Idealized NMOS device
cross section with positive Vg applied,
J_ showing depletion regions and the

= induced channel.

p-type substrate
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When the surface potential in the silicon reaches a critical value equal to twice the Fermi
level ¢ ¢, a phenomenon known as inversion occurs.'® The Fermi level ¢ 7 is defined as

kT Na
’ q n;
where k is Boltzmann’s constant. Also, n; is the intrinsic carrier concentration, which is
NN, Eq (1.136)
n; = N, exp | ——= .
1 c v p 2kT

where E, is the band gap of silicon at 7 = 0°K, N, is the density of allowed states near the
edge of the conduction band, and N, is the density of allowed states near the edge of the
valence band, respectively. The Fermi level ¢ 1 is usually about 0.3 V. After the potential in
the silicon reaches 2¢ s, further increases in gate voltage produce no further changes in the
depletion-layer width but instead induce a thin layer of electrons in the depletion layer at the
surface of the silicon directly under the oxide. Inversion produces a continuous n-type region
with the source and drain regions and forms the conducting channel between source and drain.
The conductivity of this channel can be modulated by increases or decreases in the gate-source
voltage. In the presence of an inversion layer, and without substrate bias, the depletion region
contains a fixed charge density

Opo = \/2qNa€2¢y (1.137)

If a substrate bias voltage Vsp (positive for n-channel devices) is applied between the source
and substrate, the potential required to produce inversion becomes (2¢ y + Vsp), and the charge
density stored in the depletion region in general is

b = \/2qNacby + Vsp) (1.138)

The gate-source voltage Vs required to produce an inversion layer is called the threshold
voltage V; and can now be calculated. This voltage consists of several components. First, a
voltage [2¢ 7 + (Qp/Coy)] is required to sustain the depletion-layer charge Qj, where C,y
is the gate oxide capacitance per unit area. Second, a work-function difference ¢, exists
between the gate metal and the silicon. Third, positive charge density Qs always exists in the
oxide at the silicon interface. This charge is caused by crystal discontinuities at the Si-SiO;
interface and must be compensated by a gate-source voltage contribution of —Qy,/Cy,. Thus
we have a threshold voltage

Qb st
V= 2 — 1.139
t ¢ms + ¢f + Cox Cox ( )
O Oss , Ob— 0o
= +2¢r + — + —
Oms o1 Cox Cox Cox

=Vio+v (/205 + Vsg — /26¢) (1.140)

where (1.137) and (1.138) have been used, and Vg is the threshold voltage with Vgp = 0. The
parameter y is defined as

1
y = —1/2qeN, (1.141)

C()X
and .
C,e = -2 (1.142)

where €,, and ?,, are the permittivity and the thickness of the oxide, respectively. A typical
value of y is 0.5 V1/2, and C,, = 3.45 fF/um? for #,, = 100 angstroms.
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In practice, the value of Vjo is usually adjusted in processing by implanting additional
impurities into the channel region. Extra p-type impurities are implanted in the channel to
set Vo between 0.3 V and 1.5 V for n-channel enhancement devices. By implanting n-type
impurities in the channel region, a conducting channel can be formed even for Vgg = 0,
forming a depletion device with typical values of Vi in the range —1 V to —4 V. If Q; is the
charge density due to the implant, then the threshold voltage given by (1.139) is shifted by
approximately Q;/C,y.

The preceding equations can now be used to calculate the large-signal characteristics of
an n-channel MOSFET. In this analysis, the source is assumed grounded and bias voltages
Vis, Vps, and Vgp are applied as shown in Fig. 1.28. If Vg5 > V;, inversion occurs and a
conducting channel exists. The channel conductivity is determined by the vertical electric field,
which is controlled by the value of (Vgs — V;). If Vpg = 0, the current Ip that flows from
drain to source is zero because the horizontal electric field is zero. Nonzero Vpg produces a
horizontal electric field and causes current /p to flow. The value of the current depends on
both the horizontal and the vertical electric fields, explaining the term field-effect transistor.
Positive voltage Vpg causes the reverse bias from the drain to the substrate to be larger than
from the source to substrate, and thus the widest depletion region exists at the drain. For
simplicity, however, we assume that the voltage drop along the channel itself is small so that
the depletion-layer width is constant along the channel.

The drain current Ip is

a0
dt

where dQ is the incremental channel charge at a distance y from the source in an incremental
length dy of the channel, and dr is the time required for this charge to cross length dy. The
charge dQ is

Ip = (1.143)

dQ = Q;Wdy (1.144)

where W is the width of the device perpendicular to the plane of Fig. 1.28 and Qj is the induced
electron charge per unit area of the channel. At a distance y along the channel, the voltage with
respect to the source is V(y) and the gate-to-channel voltage at that point is Vgg — V(y). We
assume this voltage exceeds the threshold voltage V;. Thus the induced electron charge per
unit area in the channel is

01(y) = Cox[Vgs — V(y) — Vi (1.145)
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Also,
dy
va(y)

where v, is the electron drift velocity at a distance y from the source. Combining (1.144) and
(1.146) gives

dt =

(1.146)

Ip = WQr(ywa(y) (1.147)

The drift velocity is determined by the horizontal electric field. When the horizontal electric
field €(y) is small, the drift velocity is proportional to the field and

va(y) = wné(y) (1.148)

where the constant of proportionality u, is the average electron mobility in the channel. In
practice, the mobility depends on both the temperature and the doping level but is almost
constant for a wide range of normally used doping levels. Also, u, is sometimes called the
surface mobility for electrons because the channel forms at the surface of the silicon. Typical
values range from about 500 cm?/(V-s) to about 700 cm?/(V-s), which are much less than the
mobility of electrons in the bulk of the silicon (about 1400 cm2/V—s) because surface defects
not present in the bulk impede the flow of electrons in MOS transistors.!” The electric field
€(y)is

dv

€)= — (1.149)

dy
where dV is the incremental voltage drop along the length of channel dy at a distance y from
the source. Substituting (1.145), (1.148), and (1.149) into (1.147) gives

dv
Ip = WCyx[Vgs —V — Vt],ufn?y (1.150)
Separating variables and integrating gives
L Vps
/ Ip dy = / WinCox(Vgs — V — Vi) dV (1.151)
0 0
Carrying out this integration gives
Kw 2
Ip = EZ[Z(VGS — VoVbs — Vipsl (1.152)
where
K = iy Cp = Mo (1.153)

ox
When Vps < 2(Vgs — Vi), (1.152) predicts that Ip is approximately proportional to Vpg.
This result is reasonable because the average horizontal electric field in this case is Vps/L,
and the average drift velocity of electrons is proportional to the average field when the field is
small. Equation 1.152 is important and describes the /-V characteristics of an MOS transistor,
assuming a continuous induced channel. A typical value of k¥’ for 7, = 100 angstroms is about
200 wA/V? for an n-channel device.

As the value of Vpg is increased, the induced conducting channel narrows at the drain end
and (1.145) indicates that Q at the drain end approaches zero as Vpg approaches (Vgs — V7).
That s, the channel is no longer connected to the drain when Vpg > Vg s— V;. This phenomenon
is called pinch-off and can be understood by writing a KVL equation around the transistor:

Vps = Vbpc + Vs (1.154)
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Therefore, when Vpg > Vgs — V4,
Vb + Ves > Vs — Vi (1.155)
Rearranging (1.155) gives
Vep < V4 (1.156)

Equation 1.156 shows that when drain-source voltage is greater than (Vs — V), the gate-
drain voltage is less than a threshold, which means that the channel no longer exists at the drain.
This result is reasonable because we know that the gate-to-channel voltage at the point where
the channel disappears is equal to V; by the definition of the threshold voltage. Therefore, at
the point where the channel pinches off, the channel voltage is (Vgs — V;). As a result, the
average horizontal electric field across the channel in pinch-off does not depend on the the drain-
source voltage but instead on the voltage across the channel, which is (Vs — V;). Therefore,
(1.152) is no longer valid if Vps > Vs — V;. The value of Ip in this region is obtained by
substituting Vps = Vgs — V; in (1.152), giving

Ip = EI(VGS -V (1.157)

Equation 1.157 predicts that the drain current is independent of Vpg in the pinch-off
region. In practice, however, the drain current in the pinch-off region varies slightly as the
drain voltage is varied. This effect is due to the presence of a depletion region between the
physical pinch-off point in the channel at the drain end and the drain region itself. If this
depletion-layer width is X4, then the effective channel length is given by

Lot = L — X (1.158)

If Legr is used in place of L in (1.157), we obtain a more accurate formula for current in the
pinch-off region

K w

Ip=>-——
2 Legt

(Vs — Vo)? (1.159)
Because X (and thus L) are functions of the drain-source voltage in the pinch-off region, /p
varies with Vpg. This effect is called channel-length modulation. Using (1.158) and (1.159),
we obtain

dlp 4 o dLest
— == ——Vgs — V, 1.160
Vs > Lgﬁ( Gs — V1) Vs ( )
and thus
ol Ip dX
b _ b %% (1.161)

OVps  Lesr dVps
This equation is analogous to (1.55) for bipolar transistors. Following a similar procedure, the
Early voltage can be defined as

Ip

___ b (1.162)
d1p/dVps

Va

and thus

dXy -1
Va=L —_— 1.163
A off (dVDS) ( )
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For MOS transistors, a commonly used parameter for the characterization of channel-
length modulation is the reciprocal of the Early voltage,

1
=7,
As in the bipolar case, the large-signal properties of the transistor can be approximated by

assuming that A and V4 are constants, independent of the bias conditions. Thus we can include
the effect of channel-length modulation in the /-V characteristics by modifying (1.157) to

A (1.164)

KW V KW
2 ( DS) = (Vgs — Vi)*(1 + AVpg) (1.165)

Ip==—WVes—V)* (142 ) ==—
D 2L(Gs ) +VA 5T

In practical MOS transistors, variation of X, with voltage is complicated by the fact that
the field distribution in the drain depletion region is not one-dimensional. As a result, the
calculation of A from the device structure is quite difficult,'® and developing effective values
of 1 from experimental data is usually necessary. The parameter X is inversely proportional
to the effective channel length and a decreasing function of the doping level in the channel.
Typical values of A are in the range 0.05 V™! to 0.005 V.

Plots of Ip versus Vpg with Vg as a parameter are shown in Fig. 1.29 for an NMOS
transistor. The device operates in the pinch-off region when Vps > (Vgs — V;). The pinch-
off region for MOS devices is often called the saturation region. In saturation, the output
characteristics are almost flat, which shows that the current depends mostly on the gate-source
voltage and only to a small extent on the drain-source voltage. On the other hand, when
Vps < (Vgs — V;), the device operates in the Ohmic or triode region, where the device can
be modeled as a nonlinear voltage-controlled resistor connected between the drain and source.
The resistance of this resistor is nonlinear because the V[% s termin (1.152) causes the resistance
to depend on Vpg. Since this term is small when Vpg is small, however, the nonlinearity is
also small when Vpg is small, and the triode region is also sometimes called the linear region.
The boundary between the triode and saturation regions occurs when Vps = (Vgs — V;).
On this boundary, both (1.152) and (1.157) correctly predict Ip. Since Vps = (Vgs — Vi)
along the boundary between triode and saturation, (1.157) shows that the boundary is Ip =
(k' /2)(W/L) VIZD - This parabolic function of Vpgs is shownin Fig. 1.29. For depletion n-channel
MOS devices, V; is negative, and Ip is nonzero even for Vggs = 0. For PMOS devices, all
polarities of voltages and currents are reversed.

Ip

Ohmic or Active or

triode region ; pinch-off region
]

Vas
increases

Figure 1.29 NMOS device
Vbs characteristics.
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S Figure 1.30 Large-signal model for the NMOS transistor.

The results derived above can be used to form a large-signal model of the NMOS transistor
in saturation. The model topology is shown in Fig. 1.30, where Ip is given by (1.152) in the
triode region and (1.157) in saturation, ignoring the effect of channel-length modulation. To
include the effect of channel-length modulation, (1.159) or (1.165) should be used instead of
(1.157) to find the drain current in saturation.

1.5.2 Comparison of Operating Regions of Bipolar and MOS Transistors

Notice that the meaning of the word saturation for MOS transistors is quite different than
for bipolar transistors. Saturation in bipolar transistors refers to the region of operation where
both junctions are forward biased and the collector-emitter voltage is approximately constant
or saturated. On the other hand, saturation in MOS transistors refers to the region of operation
where the channel is attached only to the source but not to the drain and the current is approx-
imately constant or saturated. To avoid confusion, the term active region will be used in this
book to describe the flat region of the MOS transistor characteristics, as shown in Fig. 1.29.
This wording is selected to form a link between the operation of MOS and bipolar transistors.
This link is summarized in the table of Fig. 1.31, which reviews the operating regions of npn
bipolar and n-channel MOS transistors.

When the emitter junction is forward biased and the collector junction is reverse biased,
bipolar transistors operate in the forward-active region. They operate in the reverse-active
region when the collector junction is forward biased and the emitter junction is reverse biased.
This distinction is important because integrated-circuit bipolar transistors are typically not
symmetrical in practice; that is, the collector operates more efficiently as a collector of minority
carriers than as an emitter. Similarly, the emitter operates more efficiently as an emitter of
minority carriers than as a collector. One reason for this asymmetry is that the collector region
surrounds the emitter region in integrated-circuit bipolar transistors, as shown in Fig. 1.19.
A consequence of this asymmetry is that the current gain in the forward-active region Br is
usually much greater than the current gain in the reverse-active region fg.

In contrast, the source and drain of MOS transistors are completely interchangeable based
on the preceding description. (In practice, the symmetry is good but not perfect.) Therefore,
distinguishing between the forward-active and reverse-active regions of operation of an MOS
transistor is not necessary.

npn Bipolar Transistor n-channel MOS Transistor
Region VB E VBC Region VG S VG D
Cutoff < VBE(on) < VBC(on) Cutoff <V <V
Forward Active > VEBEon) < Vacion) Saturation(Active) >V, <V
Reverse Active < VBE(on) > Vac(on) Saturation(Active) <V >V,
Saturation > ViEon) > Vic(on) Triode >V, >V,

Figure 1.31 Operating regions of npn bipolar and n-channel MOS transistors.
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Figure 1.31 also shows that npn bipolar transistors operate in cutoff when both junctions
are reversed biased. Similarly, MOS transistors operate in cutoff when the gate is biased so
that inversion occurs at neither the source nor the drain. Furthermore, npn transistors operate
in saturation when both junctions are forward biased, and MOS transistors operate in the triode
region when the gate is biased so that the channel is connected to both the source and the drain.
Therefore, this comparison leads us to view the voltage required to invert the surface of an
MOS transistor as analogous to the voltage required to forward bias a pn junction in a bipolar
transistor. To display this analogy, we will use the circuit symbols in Fig. 1.32a to represent
MOS transistors. These symbols are intentionally chosen to appear similar to the symbols of
the corresponding bipolar transistors. In bipolar-transistor symbols, the arrow at the emitter
junction represents the direction of current flow when the emitter junction is forward biased.
In MOS transistors, the pn junctions between the source and body and the drain and body are
reverse biased for normal operation. Therefore, the arrows in Fig. 1.32a do not indicate pn
junctions. Instead, they indicate the direction of current flow when the terminals are biased so
that the terminal labeled as the drain operates as the drain and the terminal labeled as the source
operates as the source. In NMOS transistors, the source is the source of electrons; therefore, the
source operates at a lower voltage than the drain, and the current flows in a direction opposite
that of the electrons in the channel. In PMOS transistors, the source is the source of holes;
therefore, the source operates at a higher voltage than the drain, and the current flows in the
same direction as the holes in the channel.

In CMOS technology, one device type is fabricated in the substrate, which is common
to all devices, invariably connected to a dc power-supply voltage, and usually not shown on
the circuit diagram. The other device type, however, is fabricated in separate isolation regions
called wells, which may or may not be connected together and which may or may not be
connected to a power-supply voltage. If these isolation regions are connected to the appropriate
power supply, the symbols of Fig. 1.32a will be used, and the substrate connection will not

D D
G o—|[{ Go—
S N
n-channel p-channel
(a)
D D D D
Go— B Go—] %B Go— Go—]
N S N S
n-channel p-channel n-channel p-channel

() (c)
Figure 1.32 (a) NMOS and PMOS symbols used in CMOS circuits. () NMOS and PMOS symbols
used when the substrate connection is nonstandard. (¢) Depletion MOS device symbols.
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be shown. On the other hand, if the individual isolation regions are connected elsewhere, the
devices will be represented by the symbols of Fig. 1.32b, where the substrate is labeled B.
Finally, symbols for depletion-mode devices, for which a channel forms for Vgg = 0, are
shown in Fig. 1.32c¢.

1.5.3 Decomposition of Gate-Source Voltage

The gate-source voltage of a given MOS transistor is usually separated into two parts: the
threshold, V;, and the voltage over the threshold, Vg5 — V;. We will refer to this latter part of
the gate-source voltage as the overdrive. This decomposition is used because these two com-
ponents of the gate-source voltage have different properties. Assuming square-law behavior
as in (1.157), the overdrive is

2Ip

Voo =Vgs — V; = 1.166
ov GS t k/(W/L) ( )

Since the transconductance parameter k" is proportional to mobility, and since mobility falls
with increasing temperature, the overdrive rises with temperature. In contrast, the next section
shows that the threshold falls with increasing temperature. Furthermore, (1.140) shows that
the threshold depends on the source-body voltage, but not on the current; (1.166) shows that
the overdrive depends directly on the current, but not on the source-body voltage.

1.5.4 Threshold Temperature Dependence

Assume that the source-body voltage is zero. Substituting (1.138) into (1.139) gives

\/2gN €2 ¢ o
Vt=q+(¢f)+2¢f+¢ms— g (1.167)

Assume that ¢,,,s, Qss, and C,, are independent of temperature.'® Then differentiating (1.167)
gives

Vi _ VN dgy | dp _ dgy oy L [aNae

= 1.168
dr 2Coxr/Of dT dT dT Cox or ( )
Substituting (1.136) into (1.135) gives
N by
b= kl In ACXP—ZkT (1.169)
/ q v NeN, .
Assume both N, and N, are independent of temperature.”’ Then differentiating (1.169) gives
N E,
doy KT [ Ee | El Aexpim (1.170)
dr ~— q | 2kT? VNN, '

Substituting (1.169) into (1.170) and simplifying gives

oy B b L[

— - 1171
dT 24T T 2q ¢f} (1171
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Substituting (1.141) and (1.171) into (1.168) gives

d"f:_l{Eg_q)} 1y v (1.172)
ar ~ T |2¢ "7 26/ '

Equation 1.172 shows that the threshold voltage falls with increasing temperature if ¢y <
E¢/(2g). The slope is usually in the range of —0.5 mV/°C to —4 mV/°C.2!

EXAMPLE

Assume T = 300°K, N4 = 10" cm™3, and 1, = 100 A. Find dV;/dT.
From (1.135),

¢ =(258mV)l 10Pcm™> 287 mV (1.173)
= .0 m n| —m—-—"7"7-—5 = m .
! 1.45 x 1010¢cm =3
Also
E, 1.12eV
Ze 2%V 056V (1.174)
2q 2q
Substituting (1.173) and (1.174) into (1.171) gives
doy 1 mV mV
—L = (560 —287) — = —0.91 (1.175)
dr 300 °K °K
From (1.142),
3.9 (8.854 x 1074 F/em) fF
Cox = =345 — (1.176)
100 x 10~8 cm wm?
Also,
y 1 (1.6 x 1019 C)(11.7)(8.854 x 104 F/em)(10'5 cm—?)
267 Cox (2)(0.287 V)
1.177
2.4 x 1078 F/cm? 2.4 x 1071 F/pum? ( )
= = =0.07
3.45 x 10~ F/um?  3.45 x 10~ F/um?
Substituting (1.173) — (1.177) into (1.172) gives
Vi _(—001™ ) 24007) ~ —10™Y — _1o™Y (1.178)
dr oK TUT ek T T eC '

1.5.5 MOS Device Voltage Limitations

The main voltage limitations in MOS transistors are described next.?>23 Some of these limita-
tions have a strong dependence on the gate length L; others have little dependence on L. Also,
some of the voltage limitations are inherently destructive; others cause no damage as long as
overheating is avoided.
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Junction Breakdown. For long channel lengths, the drain-depletion region has little effect
on the channel, and the Ip-versus-Vpg curves closely follow the ideal curves of Fig. 1.29.
For increasing Vpg, however, eventually the drain-substrate pn-junction breakdown voltage
is exceeded, and the drain current increases abruptly by avalanche breakdown as described in
Section 1.2.2. This phenomenon is not inherently destructive.

Punchthrough. If the depletion region around the drain in an MOS transistor touches the
depletion region around the source before junction breakdown occurs, increasing the drain-
source voltage increases the drain current by reducing the barrier to electron flow between
the source and drain. This phenomenon is called punchthrough. Since it depends on the two
depletion regions touching, it also depends on the gate length. Punchthrough is not inherently
destructive and causes a more gradual increase in the drain current than is caused by avalanche
breakdown. Punchthrough normally occurs below the surface of the silicon and is often pre-
vented by an extra ion implantation below the surface to reduce the size of the depletion
regions.

Hot Carriers. With sufficient horizontal or vertical electric fields, electrons or holes may reach
sufficient velocities to be injected into the oxide, where most of them increase the gate current
and some of them become trapped. Such carriers are called hot because the required velocity
for injection into the oxide is usually greater than the random thermal velocity. Carriers trapped
in the oxide shift the threshold voltage and may cause a transistor to remain on when it should
turn off or vice versa. In this sense, injection of hot carriers into the oxide is a destructive
process. This process is most likely to be problematic in short-channel technologies, where
horizontal electric fields are likely to be high.

Oxide Breakdown. In addition to Vpg limitations, MOS devices must also be protected
against excessive gate voltages. Typical gate oxides break down with an electric field of about
6 x 10® V/em to 7 x 10° V/em,?*?5 which corresponds to 6 to 7 V applied from gate to
channel with an oxide thickness of 100 angstroms. Since this process depends on the vertical
electrical field, it is independent of channel length. However, this process is destructive to the
transistor, resulting in resistive connections between the gate and the channel. Oxide breakdown
can be caused by static electricity and can be avoided by using pn diodes and resistors to
limit the voltage range at sensitive nodes internal to the integrated circuit that connect to
bonding pads.

1.6 Small-Signal Models of MOS Transistors

As mentioned in Section 1.5, MOS transistors are often used in analog circuits. To simplify
the calculation of circuit gain and terminal impedances, small-signal models can be used.
As in the case for bipolar transistors, a hierarchy of models with increasing complexity can
be derived, and choosing the simplest model required to do a given analysis is important in
practice.

Consider the MOS transistorin Fig. 1.33 with bias voltages V55 and Vpp applied as shown.
These bias voltages produce quiescent drain current Ip. If Vgs > V; and Vpp > (Vgs — V4),
the device operates in the saturation or active region. A small-signal input voltage v; is applied
in series with Vg and produces a small variation in drain current i;. The total value of the
drain current is Iy = (Ip + ig).
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- [ =1+ iy

Figure 1.33 Schematic of an MOS transistor
= with biasing.

1.6.1 Transconductance

Assuming square-law operation, the transconductance from the gate can be determined from
(1.165) by differentiating
alp

w
= =k —(Vgs — V(1 + L1V, 1.179
&m Vos L( cs — Vo + AVpy) ( )

If A\Vps < 1, (1.179) simplifies to

W W
gm = k’f(VGS —V) = ./21«?1,) (1.180)

Unlike the bipolar transistor, the transconductance of the MOS transistor is proportional to
the square root of the bias current and depends on device geometry (oxide thickness via k" and
W/L). Another key difference between bipolar and MOS transistors can be seen by calculating
the ratio of the transconductance to the current. Using (1.157) and (1.180) for MOS transistors

shows that
2 2
&m _ 2 (1.181)
Ip Ves — Vi Vov
Also, for bipolar transistors, (1.91) shows that
1
L (1.182)
Ic kT Vr

Atroom temperature, the thermal voltage V7 is about equal to 26 mV. In contrast, the overdrive
Vv for MOS transistors in many applications is chosen to be approximately several hundred
mV so that MOS transistors are fast enough for the given application. (Section 1.6.8 shows
that the transition frequency fr of an MOS transistor is proportional to the overdrive.) Under
these conditions, the transconductance per given current is much higher for bipolar transistors
than for MOS transistors. One of the key challenges in MOS analog circuit design is designing
high-quality analog circuits with a low transconductance-to-current ratio.

The transconductance calculated in (1.180) is valid for small-signal analysis. To determine
the limitation on the use of small-signal analysis, the change in the drain current resulting from
a change in the gate-source voltage will be derived from a large-signal standpoint. The total
drain current in Fig. 1.33 can be calculated using (1.157) as

la= 5 (Vas +vi = VP = 2= [(Vos = VP + 2Vos — Vowi +v}]  (1.183)
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Substituting (1.157) in (1.183) gives

la=1Ip+ 57 [2Ves = Vv + v} (1.184)
Rearranging (1.184) gives
w Vi
iy =1 —Ip=k—(Vgs — Vv [1 + —"—— 1.185
ig =14—Ip L( Gs — Vivi { + Vs — Vt):| ( )

If the magnitude of the small-signal input |v;| is much less than twice the overdrive defined in
(1.166), substituting (1.180) into (1.185) gives

iq >~ gmvi (1.186)

In particular, if |v;| = |AVgs] is less than 20 percent of the overdrive, the small-signal analysis
is accurate within about 10 percent.

1.6.2 Intrinsic Gate-Source and Gate-Drain Capacitance

If C,, is the oxide capacitance per unit area from gate to channel, then the total capacitance
under the gate is C,, WL. This capacitance is intrinsic to the device operation and models the
gate control of the channel conductance. In the triode region of device operation, the channel
exists continuously from source to drain, and the gate-channel capacitance is usually lumped
into two equal parts at the drain and source with

CoxWL
2

In the saturation or active region, however, the channel pinches off before reaching the
drain, and the drain voltage exerts little influence on either the channel or the gate charge.
As a consequence, the intrinsic portion of Cgy is essentially zero in the saturation region.
To calculate the value of the intrinsic part of Cg in the saturation or active region, we must
calculate the total charge Qr stored in the channel. This calculation can be carried out by
substituting (1.145) into (1.144) and integrating to obtain

Cys = Cou = (1.187)

L
Or = WC,y /0 [Vos — V() — Vildy (1.188)
Solving (1.150) for dy and substituting into (1.188) gives
W2c2 Vos—Vi
07 = 17%“/ (Vos — V — V)2dV (1.189)
D 0

where the limit y = L corresponds to V = (Vgs — V;) in the saturation or active region.
Solution of (1.189) and use of (1.153) and (1.157) gives

2
Or = gWLCox(VGS -V (1.190)
Therefore, in the saturation or active region,
0 2
Cys = or _Zyic,. (1.191)
aVgs 3

and

Coa =0 (1.192)
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1.6.3 Input Resistance

The gate of an MOS transistor is insulated from the channel by the SiO; dielectric. As a result,
the low-frequency gate current is essentially zero and the input resistance is essentially infinite.
This characteristic is important in some circuits such as sample-and-hold amplifiers, where the
gate of an MOS transistor can be connected to a capacitor to sense the voltage on the capacitor
without leaking away the charge that causes that voltage. In contrast, bipolar transistors have
small but nonzero base current and finite input resistance looking into the base, complicating
the design of bipolar sample-and-hold amplifiers.

1.6.4 Output Resistance

In Section 1.5.1, the effect of changes in drain-source voltage on the large-signal characteristics
of the MOS transistor was described. Increasing drain-source voltage in an n-channel MOS
transistor increases the width of the depletion region around the drain and reduces the effective
channel length of the device in the saturation or active region. This effect is called channel-
length modulation and causes the drain current to increase when the drain-source voltage is
increased. From that treatment, we can calculate the change in the drain current Alp arising
from changes in the drain-source voltage AVpg as

Alp = AV 1.193
D=5y DS ( )

Substitution of (1.161), (1.163), and (1.164) in (1.193) gives

AV, 1% 1
DS _ A _ __ (1.194)
Alp  Ip  Ap

where V4 is the Early voltage, A is the channel-length modulation parameter, Ip is the drain
current without channel-length modulation given by (1.157), and r,, is the small-signal output
resistance of the transistor.

1.6.5 Basic Small-Signal Model of the MOS Transistor

Combination of the preceding small-signal circuit elements yields the small-signal model of
the MOS transistor shown in Fig. 1.34. This model was derived for n-channel transistors in
the saturation or active region and is called the hybrid-m model. Drain, gate, and source nodes
are labeled D, G, and S, respectively. When the gate-source voltage is increased, the model
predicts that the incremental current iy flowing from drain to source increases. Since the dc
drain current /p also flows from drain to source in an n-channel transistor, increasing the gate-
source voltage also increases the total drain current /;. This result is reasonable physically
because increasing the gate-source voltage in an n-channel transistor increases the channel
conductivity and drain current.

G o——— o D

>
Vgs C) gmvgs ; Ty

83’:

Figure 1.34 Basic small-signal model of an MOS transistor in the saturation or active region.
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The model shown in Fig. 1.34 is also valid for p-channel devices. Therefore, the model
again shows that increasing the gate-source voltage increases the incremental current i ; flowing
from drain to source. Unlike in the n-channel case, however, the dc current /p in a p-channel
transistor flows from source to drain because the source acts as the source of holes. Therefore,
the incremental drain current flows in a direction opposite to the dc drain current when the
gate-source voltage increases, reducing the total drain current I;. This result is reasonable
physically because increasing the gate-source voltage in a p-channel transistor reduces the
channel conductivity and drain current.

1.6.6 Body Transconductance

The drain current is a function of both the gate-source and body-source voltages. On the
one hand, the gate-source voltage controls the vertical electric field, which controls the chan-
nel conductivity and therefore the drain current. On the other hand, the body-source voltage
changes the threshold, which changes the drain current when the gate-source voltage is fixed.
This effect stems from the influence of the substrate acting as a second gate and is called
the body effect. Note that the body of an MOS transistor is usually connected to a constant
power-supply voltage, which is a small-signal or ac ground. However, the source connection
can have a significant ac voltage impressed on it, which changes the body-source voltage
when the body voltage is fixed. Therefore, when the body-source voltage is not constant, two
transconductance terms are required to model MOS transistors: one associated with the main
gate and the other associated with the body or second gate.
Using (1.165), the transconductance from the body or second gate is

_ b _ k/W(V V(L + AV, )8V’ (1.195)
8mb = aVBS - L GS t DS aVBS .
From (1.140)
v,
- Y =y (1.196)

Ves  2./2¢; + Vs

This equation defines a factor x, which is the rate of change of threshold voltage with body
bias voltage. Substitution of (1.141) in (1.196) and use of (1.20) gives

Cjs

X= =" (1.197)

C()X
where C is the capacitance per unit area of the depletion region under the channel, assuming
a one-sided step junction with a built-in potential ¥y = 2¢ 7. Substitution of (1.196) in (1.195)
gives

_ yk'(W/L)(Vgs — Vi)(1 + AVpg)

b
&m 2./26; + Vss

(1.198)

If A\Vps < 1, we have

oy = YROW/LVas = Vo) _ | KW/L)Ip (1.199)
" 2265 + Vs 2Q2¢; + Vsp) '

The ratio g,,»/gm 1s an important quantity in practice. From (1.179) and (1.198), we find
Emb )4

=
8m  2+/2¢f+ Vsp

(1.200)
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The factor y is typically in the range 0.1 to 0.3; therefore, the transconductance from the main
gate is typically a factor of about 3 to 10 times larger than the transconductance from the body
or second gate.

1.6.7 Parasitic Elements in the Small-Signal Model

The elements of the small-signal model for MOS transistors described above may be consid-
ered basic in the sense that they arise directly from essential processes in the device. As in the
case of bipolar transistors, however, technological limitations in the fabrication of the devices
give rise to a number of parasitic elements that must be added to the equivalent circuit for most
integrated-circuit transistors. A cross section and top view of a typical n-channel MOS transistor
are shown in Fig. 1.35. The means of fabricating such devices is described in Chapter 2.

All pn junctions in the MOS transistor should be reverse biased during normal opera-
tion, and each junction exhibits a voltage-dependent parasitic capacitance associated with its
depletion region. The source-body and drain-body junction capacitances shown in Fig. 1.35a
are Cy, and Cgp, respectively. If the doping levels in the source, drain, and body regions are
assumed to be constant, (1.21) can be used to express these capacitances as follows:

Cspo
Cyp = %]/2 (1.201)
Yo
C
Cyp = dbo (1.202)

(1 N VDB) 1/2
Vo

These capacitances are proportional to the source and drain region areas (including sidewalls).
Since the channel is attached to the source in the saturation or active region, Cy;, also includes

Source Gate Drain Body

|
Oy ¥G

(a)

L
©®)

Figure 1.35 (a) Cross section and (b) top view of an n-channel MOS transistor.
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Figure 1.36 Small-signal MOS transistor equivalent circuit.

depletion-region capacitance from the induced channel to the body. A detailed analysis of the
channel-body capacitance is given by Tsividis.

In practice, Cgs and Cgq, given in (1.187) for the triode region of operation and in (1.191)
and (1.192) for the saturation or active region, are increased due to parasitic oxide capacitances
arising from gate overlap of the source and drain regions. These overlap capacitances C,; are
shown in Fig. 1.35a, and their values are calculated in Chapter 2.

Capacitance Cg), between gate and body or substrate models parasitic oxide capacitance
between the gate-contact material and the substrate outside the active-device area. This capac-
itance is independent of the gate-body voltage and models coupling from polysilicon and
metal interconnects to the underlying substrate, as shown by the shaded regions in the top
view of Fig. 1.35b. Parasitic capacitance of this type underlies all polysilicon and metal traces
on integrated circuits. Such parasitic capacitance should be taken into account when simulat-
ing and calculating high-frequency circuit and device performance. Typical values depend on
oxide thicknesses. With a silicon dioxide thickness of 100 A, the capacitance is about 3.45 fF
per square micron. Fringing capacitance becomes important for lines narrower in width than
several microns.

Parasitic resistance in series with the source and drain can be used to model the nonzero
resistivity of the contacts and diffusion regions. In practice, these resistances are often ignored
in hand calculations for simplicity but included in computer simulations. These parasitic resis-
tances have an inverse dependence on channel width W. Typical values of these resistances are
50 2 to 100 2 for devices with W of about 1 wm. Similar parasitic resistances in series with
the gate and body terminals are sometimes included but often ignored because very little cur-
rent flows in these terminals, especially at low frequencies. The small-signal model including
capacitive parasitics but ignoring resistive parasitics is shown in Fig. 1.36.

1.6.8 MOS Transistor Frequency Response

As for a bipolar transistor, the frequency capability of an MOS transistor is usually specified
by finding the transition frequency fr. For an MOS transistor, fr is defined as the frequency
where the magnitude of the short-circuit, common-source current gain falls to unity. Although
the dc gate current of an MOS transistor is essentially zero, the high-frequency behavior
of the transistor is controlled by the capacitive elements in the small-signal model, which
cause the gate current to increase as frequency increases. To calculate fr, consider the ac
circuit of Fig. 1.37a and the small-signal equivalent of Fig. 1.37b. Since vy, = vgs = 0, gmb,
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Figure 1.37 Circuits for calculating the f7 of an MOS transistor: (a) ac schematic and (b) small-
signal equivalent.
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ro, Csp, and Cgp have no effect on the calculation and are ignored. The small-signal input
current i; is

Ij = 5(Cgs + Cgp + Cog)Vvgs (1.203)
If the current fed forward through Cyq is neglected,
lo 2 &mVes (1.204)
Solving (1.203) for v, and substituting into (1.204) gives

o o i (1.205)
1; S(Cgs + Cgb + ng)

To find the frequency response, we set s = jw. Then

oo Em (1.206)

15 Jo(Cgs + Cop + Cgq)

The magnitude of the small-signal current gain is unity when
w=wp=—- 5" (1.207)

Cgs + Cygp + Cga

Therefore,
1 1

fr Em (1.208)

"2 T 2 Co+ Cp + Caa

Assume the intrinsic device capacitance Cygy is much greater than (Cgp, + Cgq). Then substi-
tuting (1.180) and (1.191) into (1.208) gives

I’Li'l
2L

Comparison of this equation with the intrinsic fr of a bipolar transistor when parasitic
depletion-layer capacitance is neglected leads to an interesting result. From (1.128) and (1.130)
with 77> (Cje + Cp)/gm>

fr=15

>(Vgs — Vi) (1.209)

1
T 2ntp

Jr (1.210)
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Substituting from (1.99) for 7 and using the Einstein relationship D, /u, = kT/q = Vr, we
find for a bipolar transistor

Mn

fT_zZnW% Vr (1.211)
The similarity in form between (1.211) and (1.209) is striking. In both cases, the intrinsic device
St increases as the inverse square of the critical device dimension across which carriers are
in transit. The voltage V7 = 26 mV is fixed for a bipolar transistor, but the fr of an MOS
transistor can be increased by operating at high values of (Vggs — V;). Note that the base
width Wp in a bipolar transistor is a vertical dimension determined by diffusions or implants
and can typically be made much smaller than the channel length L of an MOS transistor,
which depends on surface geometry and photolithographic processes. Thus bipolar transistors
generally have higher fr than MOS transistors made with comparable processing. Finally,
(1.209) was derived assuming that the MOS transistor exhibits square-law behavior as in
(1.157). However, as described in Section 1.7, submicron MOS transistors depart significantly
from square-law characteristics, and we find that for such devices fr is proportional to L~!
rather than =2,

EXAMPLE

Derive the complete small-signal model for an NMOS transistor with Ip = 100 pA, Vsp =
1V, Vps =2 V. Device parameters are ¢ =03V, W =10 um, L =1 pm, y = 0.5 vz
k' =200 MA/VZ, A =0.02 V71, 1,. = 100 angstroms, 9 = 0.6 V, Csp0 = Capo = 10 fF.

Overlap capacitance from gate to source and gate to drain is 1 fF. Assume Cg, = 5 fF.
From (1.166),

Voo = Vs — Vi = 4| —22_ [ 22100516y
o = VeSS = A wwyny ~ V20010~

Since Vps > V,,, the transistor operates in the saturation or active region. From (1.180),

w
gm = /2K Ip = V25200 x 10 x 100 pA/V = 632 pANV

From (1.199),

kK'(W/L)I 200 x 10 x 100
22¢ ¢ + Vsp) 2x1.6

From (1.194),

1 1000

ro = — = ————kQ =500k
AMp  0.02 x 100
Using (1.201) with Vgp = 1 V, we find
10
Cop = fF ~ 6 fF
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The voltage from drain to body is
Vpop=Vps+ Vs =3V

and substitution in (1.202) gives

10
Cijp=——— fF~41{F

1+i 2 =
0.6

From (1.142), the oxide capacitance per unit area is

_uu F 100 cm
39x8854 x 107" — x ——
cm ~ 10° pum fF
Cox = ~345 —
1004 x 10C0pm pm?
X
10104

The intrinsic portion of the gate-source capacitance can be calculated from (1.191), giving

2
CgS:§x10x1x3.45fF:23fF

The addition of overlap capacitance gives
Cos = 24 fF

Finally, since the transistor operates in the saturation or active region, the gate-drain capacitance
consists of only overlap capacitance and is

Coq=11F

The complete small-signal equivalent circuit is shown in Fig. 1.38. The fr of the device can
be calculated from (1.208) as

1 gm 1 6 1015
fr=———2" = — x632x10°x ———— Hz=34GHz
n 277 Cos+ Cop + Coa 27 244+54+1

Go H oD

1 632 125
24aF == (}io6x ngC 100 x v, = 500 kO

o vy = 6 fF

s bA+

[ [

1 1

5fF S 4fF
B

Figure 1.38 Complete small-signal equivalent circuit for an NMOS transistor with 7, = 100 pA,
Vsg = 1 V, Vg = 2 V. Device parameters are W = 10 pm, L = 1 pm, y = 0.5 V2 k' = 200 pA/V?2,
A =0.02 Vﬁl, . = 100 A, Yo =0.6V, Cyo = Cugo = 10fF, Co=1 fF, and Cyp = 5 fF.
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1.7 Short-Channel Effects in MOS Transistors

The evolution of integrated-circuit processing techniques has led to continuing reductions in
both the horizontal and vertical dimensions of the active devices. (The minimum allowed
dimensions of passive devices have also decreased.) This trend is driven primarily by eco-
nomics in that reducing dimensions increases the number of devices and circuits that can be
processed at one time on a given wafer. A second benefit has been that the frequency capa-
bility of the active devices continues to increase, as intrinsic fr values increase with smaller
dimensions while parasitic capacitances decrease.

Vertical dimensions such as the base width of a bipolar transistor in production processes
may now be on the order of 0.05 wm or less, whereas horizontal dimensions such as bipolar
emitter width or MOS transistor gate length may be significantly less than 1 pm. Even with
these small dimensions, the large-signal and small-signal models of bipolar transistors given in
previous sections remain valid. However, significant short-channel effects become important
in MOS transistors at channel lengths of about 1 pm or less and require modifications to the
MOS models given previously. The primary effect is to modify the classical MOS square-law
transfer characteristic in the saturation or active region to make the device voltage-to-current
transfer characteristic more linear. However, even in processes with submicron capability,
many of the MOS transistors in a given analog circuit may be deliberately designed to have
channel lengths larger than the minimum and may be well approximated by the square-law
model.

1.7.1 Velocity Saturation from the Horizontal Field

The most important short-channel effect in MOS transistors stems from velocity saturation of
carriers in the channel.”” When an MOS transistor operates in the triode region, the average
horizontal electric field along the channel is Vpgs/L. When Vpg is small and/or L is large, the
horizontal field is low, and the linear relation between carrier velocity and field assumed in
(1.148) is valid. At high fields, however, the carrier velocities approach the thermal velocities,
and subsequently the slope of the carrier velocity decreases with increasing field. This effect
is illustrated in Fig. 1.39, which shows typical measured electron drift velocity v, versus
horizontal electric field strength magnitude ¢ in an NMOS surface channel. While the velocity
at low field values is proportional to the field, the velocity at high field values approaches a
constant called the scattering-limited velocity vg. A first-order analytical approximation to
this curve is

Un'é

=_t" (1.212)
1+¢/€,

Vd

where €, >~ 1.5 x 10% V/m and p,, >~ 0.07 m?/V-s is the low-field mobility close to the gate.

Equation 1.212 is also plotted in Fig. 1.39. From (1.212), as € — 00, vg = Vgl = Uné,. At

the critical field value €., the carrier velocity is a factor of 2 less than the low-field formula

would predict. In a device with a channel length L = 0.5 wm, we need a voltage drop of only

0.75 V along the channel to produce an average field equal to €., and this condition is readily

achieved in short-channel MOS transistors. Similar results are found for PMOS devices.
Substituting (1.212) and (1.149) into (1.147) and rearranging gives

pl1e L = WO;(y) av (1.213)
D %cdy = Iy/lvndy .
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10° -
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% 5x10*
%‘ Figure 1.39 Typical
% . measured electron drift
2 2x10 velocity v, versus
E horizontal electric field €
in an MOS surface channel
10* (solid plot). Also shown
(dashed plot) is the
: | | analytical approximation
5><1O105 100 107 of Eq. 1.212 w;th
€, =1.5x10° V/m and
Electric field € (V/m) Wy = 0.07 m?/V-s.

Note that as €. — oo and velocity saturation becomes negligible, (1.213) approaches the
original equation (1.147). Integrating (1.213) along the channel, we obtain

L 1 dv Vps
/ Ip <1 + ) dy = / WO 1(»)n dV (1.214)
0 €, dy 0
and thus
unC w
L [2(Vgs — Vi)Vps — Vsl (1.215)

Ip = —n=ox
%

2 (14 208\ E
€L

In the limit as €. — oo, (1.215) is the same as (1.152), which gives the drain current in the
triode region without velocity saturation. The quantity Vpgs/L in (1.215) can be interpreted as
the average horizontal electric field in the channel. If this field is comparable to €., the drain
current for a given Vpg is less than the simple expression (1.152) would predict.

Equation 1.215 is valid in the triode region. Let Vpg(acr) represent the maximum value of
Vps for which the transistor operates in the triode region, which is equivalent to the minimum
value of Vpg for which the transistor operates in the active region. In the active region, the
current should be independent of Vpg because channel-length modulation is not included here.
Therefore, Vpsact) is the value of Vpg that sets d/p/dVps = 0. From (1.215),

Vs [2(Vgs — V) Vps — Vips]
14+ — ) [2(Vgs — Vi) —2Vps] —
oy KW ( +%CL>[( cs— Vo) ps] a0
dVps T 2L \% 2
(14 52)
¢.L
(1.216)
where k' = u,C,y as given by (1.153). To set 81p/dVps = 0,
Vbs [2(Vas — V) Vs — Vips]
14+ — ) [2(Vgs — V;) —2Vps] — =0 1.217
< +%CL)[ Ves — Vi) ps] L ( )
Rearranging (1.217) gives
Vis
+2Vps —2(Vgs — Vi) =0 (1.218)

€.L

c
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Solving the quadratic equation gives

2(Vgs — V;
Vpsacy) = Vps = —€.L = €.Ly|1+ % (1.219)

C

Since the drain-source voltage must be greater than zero,

2(Vgs — Vi)
Vpsecy = Vs = €.L ( T+ = L 1) (1.220)
C

To determine Vpg(acry Without velocity-saturation effects, let €, — oo so that the drift
velocity is proportional to the electric field, and let x = (Vgs — V;)/(€.L). Then x — 0, and
a Taylor series can be used to show that

2

«/1~|—2x=1—|—x—%+--~ (1.221)
Using (1.221) in (1.220) gives
Vs — Vi
Vbpsaey = (Vs — V) | 1 — L T (1.222)

When €, — o0, (1.222) shows that Vpgcty — (Vs — Vi), as expected.28 This observation is
confirmed by plotting the ratio of Vpg(acr) to the overdrive V,,, versus € L in Fig. 1.40. When
€. — 00, Vpsiact) = Vov = Vs — V4, as predicted by (1.222). On the other hand, when €,
is small enough that velocity saturation is significant, Fig. 1.40 shows that Vpg(acy < Vou.

To find the drain current in the active region with velocity saturation, substitute Vpgacr)
in (1.220) for Vpg in (1.215). After rearranging, the result is

UnCox W
= "Z”xf[vm(m)]z (1.223)

Equation 1.223 is in the same form as (1.157), where velocity saturation is neglected, except that
VDs(act) 18 less than (Vs — Vi) when velocity saturation is significant, as shown in Fig. 1.40.
Therefore, the current predicted by (1.157) overestimates the current that really flows when
the carrier velocity saturates. To examine the limiting case when the velocity is completely

Ip

0.9
Vpsiasy 0.8 Figure 1.40 Ratio of the minimum
— drain-source voltage required for
07 operation in the active region to the
overdrive versus the product of the
critical field and the channel length.
06 When €, — oo, velocity saturation
is not a factor, and Vps(ey =
05 Voo = Vs — Vi, as expected.

When velocity saturation is
significant, Vpgacy < Vo
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saturated, let ¢. — 0. Then (1.212) shows that the drift velocity approaches the scattering-
limited velocity vy — v = nn€,... Substituting (1.220) into (1.223) gives

lim Ip = unCoxW(Vgs — Viyé, = WCox(Vis — Vi)vse (1.224)

€ —0
In contrast to the square-law behavior predicted by (1.157), (1.224) shows that the drain
current is a linear function of the overdrive (Vs — V;) when the carrier velocity saturates.
Also, (1.224) shows that the drain current is independent of the channel length when the
carrier velocity saturates. In this case, both the charge in the channel and the time required
for the charge to cross the channel are proportional to L. Since the current is the ratio of the
charge in the channel to the time required to cross the channel, the current does not depend
on L as long as the channel length is short enough to produce an electric field that is high
enough for velocity saturation to occur.?” In contrast, when the carrier velocity is proportional
to the electric field instead of being saturated, the time required for channel charge to cross
the channel is proportional to L? because increasing L both reduces the carrier velocity and
increases the distance between the source and the drain. Therefore, when velocity saturation
is not significant, the drain current is inversely proportional to L, as we have come to expect
through (1.157). Finally, (1.224) shows that the drain current in the active region is proportional
to the scattering-limited velocity vy, = w,€,. when the velocity is saturated.
Substituting (1.222) into (1.223) gives

nCox W 2 Vs — Vi ?
Ip = —(Ves— V)P [1— 22— 4.
D > L( s — Vi) ( 2.0
Cox W X 2
— an OXI(VGS . Vt)2(1 _ E + .. )
- (1.225)
1%
=== (Vos - VPl —x+--9)
anCox w 2 VGS - Vl
= Z(Ves— V(1 22— 4
> L( Gs — Vo) ( L +
where x = (Vgs — V;)/(€,.L) as defined for (1.221). If x < 1, (1 —x) = 1 /(1 + x), and
C w
Ip ~ HnZox —(Vos = Vi)’ (1.226)

Ves — Vi
2(1+ GS t
6L

Equation 1.226 is valid without velocity saturation and at its onset, where (Vgs — V;) < €.L.
The effect of velocity saturation on the current in the active region predicted by (1.226) can
be modeled with the addition of a resistance in series with the source of an ideal square-law
device, as shown in Fig. 1.41. Let V(;; be the gate-source voltage of the ideal square-law

D
V"
G o—
+ +
\ Vies —
Vs Rsx Figure 1.41 Model of velocity saturation in an
\ MOSFET by addition of series source resistance

S

- to an ideal square-law device.
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transistor. From (1.157),

Cox W
Ip = “”2 (Vs — V) (1.227)
Let Vi be the sum of Vé; ¢ and the voltage drop on Rgx. Then
Ves = VéS + IpRsx (1.228)

This sum models the gate-source voltage of a real MOS transistor with velocity saturation.
Substituting (1.228) into (1.227) gives

C
Ip = =2 —(vcs — IpRsx — V))?
/’anox 2
Ip = B2 (Vos = Vi = 2Ves — VolpRsx + (IpRsx)?) (1.229)
Rearranging (1.229) while ignoring the (Ip Rsx)? term gives
C w
Ip~ ‘;’;/ ox L Ves — V)? (1.230)
2 (1 + 11n oy Rsx(Vas — vo)
Equation 1.230 has the same form as (1.226) if we identify
C WR _ ! (1.231)
MnCox I SX = %C .
Rearranging (1.231) gives
1
Rsx = ———— (1.232)
EottnCox W

Thus the influence of velocity saturation on the large-signal characteristics of an MOS transistor
can be modeled to first order by a resistor Rgx in series with the source of an ideal square-law
device. Note that Rgy varies inversely with W, as does the intrinsic physical series resistance
due to the source and drain contact regions. Typically, Rgy is larger than the physical series
resistance. For W =2 pm, k' = 1,,Cpx = 200 pANz, and €, = 1.5 x 10 V/m, we find
R X = 1700 €.

1.7.2 Transconductance and Transition Frequency

The values of all small-signal parameters can change significantly in the presence of short-
channel effects.>® One of the most important changes is to the transconductance. Substituting
(1.220) into (1.223) and calculating d/p/0Vgs gives

2(Vgs — V,
14 (Vis D !
alp €.L
8m = —— = WCpyvsa (1.233)
Was )
€L

where vy = wn'é, as in Fig. 1.39. To determine g, without velocity saturation, let E. — o0
and x = (Vgs — Vi)/(€.L). Then substituting (1.221) into (1.233) and rearranging gives

lim g, =k’ —(Vcs -V (1.234)

%—)OO
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as predicted by (1.180). In this case, the transconductance increases when the overdrive
increases or the channel length decreases. On the other hand, letting €. — 0 to determine
gm when the velocity is saturated gives

lim g, = WCoxvse (1.235)
€.—0
Equation 1.235 shows that further decreases in L or increases in (Vgs — V;) do not change the
transconductance when the velocity is saturated.
From (1.223) and (1.233), the ratio of the transconductance to the current can be cal-
culated as

T 2AVgs — Vo) 2 2Vos — Vo e
(%CL)\/H%CL’ (\/H%}Lt - 1)
As €. — 0, the velocity saturates and
lim 3" ! (1.237)

Comparing (1.237) to (1.181) shows that velocity saturation reduces the transconductance-to-
current ratio for a given overdrive.

On the other hand, when x = (Vgs — V;)/(€,.L) < 1, substituting (1.221) into (1.236)
gives

2
LN (1.238)

I (Vgs— V(1 +x)

Therefore, as ¢, — oo, x — 0, and (1.238) collapses to

lim — = —-— (1.239)

as predicted by (1.181). Equation 1.238 shows that if x < 0.1, the error in using (1.181) to
calculate the transconductance-to-current ratio is less than about 10 percent. Therefore, we
will conclude that velocity-saturation effects are insignificant in hand calculations if

(Vos — Vi) < 0.1(8,L) (1.240)

Figure 1.42 plots the transconductance-to-current ratio versus the overdrive for three cases.
The highest and lowest ratios come from (1.239) and (1.237), which correspond to asymptotes
where velocity saturation is insignificant and dominant, respectively. In practice, the transition
between these extreme cases is gradual and described by (1.236), which is plotted in Fig. 1.42
for an example where ¢, = 1.5 x 10® V/m and L = 0.5 um.

One reason the change in transconductance caused by velocity saturation is important is
because it affects the transition frequency fr. Assuming that Cgs > Cgp + Cgy, substituting
(1.235) into (1.208) shows that

L gm WCoxvsel Vsel
=— X T o
2 Cgs WLC,, L

Jr (1.241)
One key point here is that the transition frequency is independent of the overdrive once velocity
saturation is reached. In contrast, (1.209) shows that increasing (Vgs — V;) increases fr before
the velocity saturates. Also, (1.241) shows that the transition frequency is inversely proportional
to the channel length when the velocity is saturated. In contrast, (1.209) predicts that f7 is
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5
4 Eq. 1.239 where € L —
3 Eq. 1.236 where €L = 0.75V
8m _
= v Figure 1.42
2 Transconductance-to-current
Eq.1.237 where ¢.L — 0 ratio versus overdrive
(Vgs — V;) where velocity
U saturation is insignificant
(€.L — 00), dominant
0 | | (€.L = 0), and of gradually
0 1 2 3 increasing importance

Vos =V, (V) (€.L =0.75V).

inversely proportional to the square of the channel length before the velocity saturates. As
a result, velocity saturation reduces the speed improvement that can be achieved through
reductions in the minimum channel length.

1.7.3 Mobility Degradation from the Vertical Field

Thus far, we have considered only the effects of the horizontal field due to the Vpg along the
channel when considering velocity saturation. However, a vertical field originating from the
gate voltage also exists and influences carrier velocity. A physical reason for this effect is that
increasing the vertical electric field forces the carriers in the channel closer to the surface of
the silicon, where surface imperfections impede their movement from the source to the drain,
reducing mobility.3! The vertical field at any point in the channel depends on the gate-channel
voltage. Since the gate-channel voltage is not constant from the source to the drain, the effect of
the vertical field on mobility should be included within the integration in (1.214) in principle.?
For simplicity, however, this effect is often modeled after integration by changing the mobility
in the previous equations to an effective mobility given by

_ Hn
1+6(Vgs — V)
where 1, is the mobility with zero vertical field, and 6 is inversely proportional to the oxide

thickness. For 7,, = 100 A, @ is typically in the range from 0.1 V~! to 0.4 V~'.33 In practice,
0 is determined by a best fit to measured device characteristics.

Heff = (1.242)

1.8 Weak Inversion in MOS Transistors

The MOSFET analysis of Section 1.5 considered the normal region of operation for which
a well-defined conducting channel exists under the gate. In this region of strong inversion,
changes in the gate-source voltage are assumed to cause only changes in the channel charge
and not in the depletion-region charge. In contrast, for gate-source voltages less than the
extrapolated threshold voltage V; but high enough to create a depletion region at the surface
of the silicon, the device operates in weak inversion. In the weak-inversion region, the channel
charge is much less than the charge in the depletion region, and the drain current arising from
the drift of majority carriers is negligible. However, the total drain current in weak inversion
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is larger than that caused by drift because a gradient in minority-carrier concentration causes a
diffusion current to flow. In weak inversion, an n-channel MOS transistor operates as an npn
bipolar transistor, where the source acts as the emitter, the substrate as the base, and the drain
as the collector.*

1.8.1 Drain Current in Weak Inversion

To analyze this situation, assume that the source and the body are both grounded. Also assume
that Vpg > 0. (If Vps < 0, the drain acts as the emitter and the source as the collector.)35 Then
increasing the gate-source voltage increases the surface potential ¥, which tends to reduce the
reverse bias across the source-substrate (emitter-base) junction and to exponentially increase
the concentration of electrons in the p-type substrate at the source n,(0). From (1.27),

1p(0) = 1py eXp % (1.243)

where 7, is the equilibrium concentration of electrons in the substrate (base). Similarly, the
concentration of electrons in the substrate at the drain n,(L) is
% — Vbs

ny(L) = npo €Xp T (1.244)

From (1.31), the drain current due to the diffusion of electrons in the substrate is

np(L) — I’lp(O)
L

where D,, is the diffusion constant for electrons, and A is the cross-sectional area in which the
diffusion current flows. The area A is the product of the transistor width W and the thickness X
of the region in which /p flows. Substituting (1.243) and (1.244) into (1.245) and rearranging

gives
w Vps
Ip = quDnn,,,, exp <:€;> {l — exp (_VT>:| (1.246)

In weak inversion, the surface potential is approximately a linear function of the gate-
source voltage.3® Assume that the charge stored at the oxide-silicon interface is independent
of the surface potential. Then, in weak inversion, changes in the surface potential Ay are
controlled by changes in the gate-source voltage A Vs through a voltage divider between the
oxide capacitance C,, and the depletion-region capacitance C j;. Therefore,

di Cox 1 1

= =—-=— (1.247)
dVcs st + Cox n I+ x

Ip =qAD, (1.245)

in whichn = (1 4 Cjs/Cox) and x = Cjs/Coy, as defined in (1.197). Separating variables in
(1.247) and integrating gives

V
Uy = % + ki (1.248)

where k; is a constant. Equation 1.248 is valid only when the transistor operates in weak
inversion. When Vg = V; with Vsp = 0, ¥y = 2¢ ¢ by definition of the threshold voltage.
For Vgs > V;, the inversion layer holds the surface potential nearly constant and (1.248) is
not valid. Since (1.248) is valid only when Vgs < V;, (1.248) is rewritten as follows:

Vs — V
U = 7“” Ltk (1.249)
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where ko = k1 + V;/n. Substituting (1.249) into (1.246) gives

w ko Vs =V, Vbs
Ip = quD,,npg exp (VT) exp (nVrt> [1 —exp <_VT>:| (1.250)
Let
ko
I; = gXDynpoexp | — (1.251)
Vr

represent the drain current with Vgg = V;, W/L = 1, and Vpg > Vr. Then

w Vs — Vi Vbs
Ip=—1 e I I - 1.252
PTL teXP( nVr ) [ exp< Vr )] ( )

Figure 1.43 plots the drain current versus the drain-source voltage for three values of
the overdrive, with W =20 wm, L =20 pm, n = 1.5, and I; = 0.1 pA. Notice that the
drain current is almost constant when Vpg > 3 V7 because the last term in (1.252) approaches
unity in this case. Therefore, unlike in strong inversion, the minimum drain-source voltage
required to force the transistor to operate as a current source in weak inversion is independent
of the overdrive.’” Figure 1.43 and Equation 1.252 also show that the drain current is not
zero when Vigs < V;. To further illustrate this point, we show measured NMOS character-
istics plotted on two different scales in Fig. 1.44. In Fig. 1.44a, we show /Ip versus Vs
in the active region plotted on linear scales. For this device, W = 20 um, L = 20 pwm, and
short-channel effects are negligible. (See Problem 1.21 for an example of a case in which
short-channel effects are important.) The resulting straight line shows that the device char-
acteristic is close to an ideal square law. Plots like the one in Fig. 1.44a are commonly used
to obtain V; by extrapolation (0.7 V in this case) and also k&’ from the slope of the curve
(54 wA/V? in this case). Near the threshold voltage, the curve deviates from the straight line
representing the square law. This region is weak inversion. The data are plotted a second time in
Fig. 1.44b on log-linear scales. The straight line obtained for Vgg < V; fits (1.252) withn =
1.5. For Ip < 1012 A, the slope decreases because leakage currents are significant and do not
follow (1.252).

0.12
Vps =3Vy =78 mV Vos—V, =0
0.1
0.08 |
Iy (UA) 0.06 Ves—V,=-10mV
0.04 Ves =V, =-20 mV
0.02
0 | | | |
0 0.1 0.2 0.3 0.4 0.5

Vips (V)

Figure 1.43 Drain current versus drain-source voltage in weak inversion.
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I (uA)'2

20—

Vas (V)

Extrapolated V, = 0.7 V

(a)
Figure 1.44 (a) Measured NMOS transfer characteristic in the active region plotted on linear scales as
VIp versus Vs, showing the square-law characteristic.

Ip (A)
108 —
1074 |-
107 —
1078 |- Square-law region
107 |~
1078 |— Vps=5V
1079 |- W=20um
o L=20pum
107"% —
10711 |— Subthreshold exponential region
10712

p | | | |
_ Veo (V
1073 0.5 1 15 2 as (V)

)
Figure 1.44 (b) Data from Fig. 1.44a plotted on log-linear scales showing the exponential character-
istic in the subthreshold region.

The major use of transistors operating in weak inversion is in very low power applications
at relatively low signal frequencies. The limitation to low signal frequencies occurs because
the MOSFET fr becomes very small. This result stems from the fact that the small-signal g,
calculated from (1.252) becomes proportional to I and therefore very small in weak inversion,
as shown next.
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1.8.2 Transconductance and Transition Frequency in Weak Inversion
Calculating d/p/9dVgs from (1.252) and using (1.247) gives

W I Vos — Vi Vbs Ip Ip Cox
gm = — exp - 1 —exp | ——— == — (1253)
L nVr nVr nVr Vr st + Cox

The transconductance of an MOS transistor operating in weak inversion is identical to that of
a corresponding bipolar transistor, as shown in (1.182), except for the factor of 1/n = C,y/
(Cjs + Coyx). This factor stems from a voltage divider between the oxide and depletion capaci-
tors in the MOS transistor, which models the indirect control of the gate on the surface potential.

From (1.253), the ratio of the transconductance to the current of an MOS transistor in
weak inversion is

gm _ 1 _1_Cor (1.254)
1 nVr Ve C js + Cox

Equation 1.254 predicts that this ratio is independent of the overdrive. In contrast, (1.181)
predicts that the ratio of transconductance to current is inversely proportional to the overdrive.
Therefore, as the overdrive approaches zero, (1.181) predicts that this ratio becomes infinite.
However, (1.181) is valid only when the transistor operates in strong inversion. To estimate
the overdrive required to operate the transistor in strong inversion, we will equate the g,,/1
ratios calculated in (1.254) and (1.181). The result is

Voo =Vgs — Vi =2nVr (1.255)

which is about 78 mV at room temperature with n = 1.5. Although this analysis implies that
the transition from weak to strong inversion occurs abruptly, a nonzero transition width occurs
in practice. Between weak and strong inversion, the transistor operates in a region of moderate
inversion, where both diffusion and drift currents are significant.3®

Figure 1.45 plots the transconductance-to-current ratio versus overdrive for an example
case with n = 1.5. When the overdrive is negative but high enough to cause depletion at the
surface, the transistor operates in weak inversion and the transconductance-to-current ratio is
constant, as predicted by (1.254). When Vs — V; = 0, the surface potential is 21 ¢, which
means that the surface concentration of electrons is equal to the bulk concentration of holes.
This point is usually defined as the upper bound on the region of weak inversion. When

30 —
(moderate inversion)
25 From (1.254) with n = 1.5
(weak inversion)
20—
g From (1.181)
- (v 151 (strong inversion)
10—
5 —
0 | |
-0.5 -0.25 0 2nVy 0.25 0.5

Ves = Vi (V)

Figure 1.45 Transconductance-to-current ratio versus overdrive.
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Vs — Vi > 2nVr, the transconductance-to-current ratio is given by (1.181), assuming that
velocity saturation is negligible. If velocity saturation is significant, (1.236) should be used
instead of (1.181) both to predict the transconductance-to-current ratio and to predict the
overdrive required to operate in strong inversion. For 0 < Vgg — V; < 2n V7, the transistor
operates in moderate inversion. Because simple models for moderate inversion are not known
in practice, we will ignore this region in the remainder of this book and assume that MOS
transistors operate in weak inversion for overdrives less than the bound given in (1.255).

Equation 1.208 can be used to find the transition frequency. In weak inversion, Cgy 2~
Cgq = 0 because the inversion layer contains little charge.’® However, C ob can be thought of
as the series combination of the oxide and depletion capacitors. Therefore,

Coijs )
Cos+Cop+Coy =Cqp = WL | ——— 1.256
gs gb gd gb ( Cox + st ( )
Substituting (1.253) and (1.256) into (1.208) gives
Ip  Co
1 1 VvrCix+C 117 1
fr= o= Gt Ll 129
2 2 WL ox'\“ js 2w VT WLC]‘S
Cax + st

Let I); represent the maximum drain current that flows in the transistor in weak inversion.

Then
w

Iy =—1 1.258
m="1h ( )

where [; is given in (1.251). Multiplying numerator and denominator in (1.257) by I3; and
using (1.258) gives

WI
I 77 1 I 1 I, 1 11
fr=—L 2Lt _—= (1.259)
2w Vr WLC]‘S Iy 2 Vr CJ'XL Iy
From (1.251), I; & D,. Using the Einstein relationship D, = w, V7 gives
D, I Vr 1
fr n LD Hn VT 1D (1.260)

* L? Iy L? Iy
Equation 1.260 shows that the transition frequency for an MOS transistor operating in weak
inversion is inversely proportional to the square of the channel length. This result is consistent
with (1.209) for strong inversion without velocity saturation. In contrast, when velocity satu-
ration is significant, the transition frequency is inversely proportional to the channel length, as
predicted by (1.241). Equation 1.260 also shows that the transition frequency in weak inversion
is independent of the overdrive, unlike the case in strong inversion without velocity satura-
tion, but like the case with velocity saturation. Finally, a more detailed analysis shows that the
constant of proportionality in (1.260) is approximately unity.>”

EXAMPLE

Calculate the overdrive and the transition frequency for an NMOS transistor with Ip = 1 pA,
I; = 0.1 pA, and Vpg > V7. Device parameters are W = 10 um, L = 1 pm, n = 1.5, k' =
200 wA/V?, and t,, = 100 A. Assume that the temperature is 27°C.

From (1.166), if the transistor operates in strong inversion,

2Ip 2x1
Voo = Vs — Vi = = ~32mV
kK'(W/L) 200 x 10
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Since the value of the overdrive calculated by (1.166) is less than 2n V7 ~ 78 mV, the overdrive
calculated previously is not valid except to indicate that the transistor does not operate in strong
inversion. From (1.252), the overdrive in weak inversion with Vpg > Vr is

Ip

L 1 1
Voo =nVrl —— | =(1.526 mV)1 —— ] =0
o ”TH(I,W) (1.5 m)n(o.110>
From (1.253),

B lpA ) RA
T 1.526mV) - TV

8m

From (1.247),

st = — 1)Cox = (0.5)Copx
From (1.256),

Cor(0.5C,y) Cox
Cos + Cop + Cog =~ Copy = WL —
gsF CopF Coa = Cop Cor +05C,, 3
_14 F 100 cm
53.9%x 8854 x 10714 — x ———
_ 10 um cm ~ 10°wm
T3 106 wm
100 A x
10104
~ 11.5fF
From (1.208),
1 1 26 pA/V
Jr= 5T = 5 s E g

Although 360 MHz may seem to be a high transition frequency at first glance, this result
should be compared with the result of the example at the end of Section 1.6, where the same
transistor operating in strong inversion with an overdrive of 316 mV had a transition frequency
of 3.4 GHz.

1.9 Substrate Current Flow in MOS Transistors

In Section 1.3.4, the effects of avalanche breakdown on bipolar transistor characteristics were
described. As the reverse-bias voltages on the device are increased, carriers traversing the
depletion regions gain sufficient energy to create new electron-hole pairs in lattice collisions
by a process known as impact ionization. Eventually, at sufficient bias voltages, the process
results in large avalanche currents. For collector-base bias voltages well below the breakdown
value, a small enhanced current flow may occur across the collector-base junction due to this
process, with little apparent effect on the device characteristics.

Impact ionization also occurs in MOS transistors but has a significantly different effect on
the device characteristics. This difference is because the channel electrons (for the NMOS case)
create electron-hole pairs in lattice collisions in the drain depletion region, and some of the
resulting holes then flow to the substrate, creating a substrate current. (The electrons created in
the process flow out the drain terminal.) The carriers created by impact ionization are therefore
not confined within the device as in a bipolar transistor. The effect of this phenomenon can be
modeled by inclusion of a controlled current generator /pp from drain to substrate, as shown
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oD

GO—|% Ipp

Figure 1.46 Representation of impact ionization in an
oS MOSFET by a drain-substrate current generator.

in Fig. 1.46 for an NMOS device. The magnitude of this substrate current depends on the
voltage across the drain depletion region (which determines the energy of the ionizing channel
electrons) and also on the drain current (which is the rate at which the channel electrons
enter the depletion region). Empirical investigation has shown that the current /pp can be
expressed as

Ipp = K1(Vps — Vps(acy)Ip exp (_1(2) (1.261)
Vs — VDs(act)
where K and K are process-dependent parameters and Vpg(acr) is the minimum value of Vpg
for which the transistor operates in the active region.* Typical values for NMOS devices are
Ki =5V~!and K, = 30 V. The effect is generally much less significant in PMOS devices
because the holes carrying the charge in the channel are much less efficient in creating electron-
hole pairs than energetic electrons.

The major impact of this phenomenon on circuit performance is that it creates a parasitic
resistance from drain to substrate. Because the common substrate terminal must always be
connected to the most negative supply voltage in the circuit, the substrate of an NMOS device
in a p-substrate process is an ac ground. Therefore, the parasitic resistance shunts the drain to
ac ground and can be a limiting factor in many circuit designs. Differentiating (1.261), we find
that the drain-substrate small-signal conductance is

o = dlpp Ipp ( K> N > N KaIpp
(Vbs — Vbsaet))?

Vo Vps — VDS
where the gate and the source are assumed to be held at fixed potentials.

(1.262)
Vbps — Vbsqact)

[ ] EXAMPLE

Calculate rgp = 1/gap for Vps =2 V and 4 V, and compare with the device r,. Assume
Ip =100 pA, & = 0.05 V™!, Vpgaey = 0.3V, K1 =5V~! and K, =30 V.
For Vps = 2V, we have from (1.261)

30
Ipp =5 x 1.7 x 100 x 107° X exp <— 17

) ~18x 107" A
From (1.262),

30x1.8x 1071

A
~ ~19x 10710 =
8ab 172 x %

and thus

1
rap = — =53 x10° Q@ =53 GQ
8db
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This result is negligibly large compared with

1 1
AMp  0.05 x 100 x 10-6

ro =

=200 k2

However, for Vps =4V,
_6 30 _q
Ipp =5x3.7x100 x 107 x exp ~37 ~56x107" A

The substrate leakage current is now about 0.5 percent of the drain current. More important,
we find from (1.262)

30 x 5.6 x 1077 A
A X0 XY w1082
bdb 372 x v

and thus

1
rap = — == 8.15 x 10° @ = 815kQ
8db

This parasitic resistor is now comparable to 7, and can have a dominant effect on high-output-
impedance MOS current mirrors, as described in Chapter 4.

APPENDIX
A.1.1 SUMMARY OF ACTIVE-DEVICE PARAMETERS

(a) npn Bipolar Transistor Parameters

Quantity Formula

Large-Signal Forward-Active Operation

Vbc
Collector current I. = Isexp v
T

Small-Signal Forward-Active Operation

Ic Ic
Transconductance &n = e _ ¢
kT Vr
. gm 1
Transconductance-to-current ratio — =
I C VT
. 0
Input resistance Fy = ’3—
g”l
. Va 1
Output resistance fop= — = —
Ie  ngm
Collector-base resistance = Por t0 5Bor
Base-charging capacitance Cy,="TF &n
Base-emitter capacitance C,=C,+Cp,

Emitter-base junction depletion capacitance Cje = 2Cje
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(continued)
Quantity Formula
Small-Signal Forward-Active Operation
. . CMO
Collector-base junction Ch=——"
capacitance 1 — Vic
1p()c
. . CL‘SO
Collector-substrate junction Coy= 37
capacitance | Ysc
1/103‘
Transition f fr= o 8m
ransition frequenc =———
dueney T amC,t G,
1 C. C
Effective transit time T = — =7y L 2R
27 fr gm  &m
. . Va 1
Maximum gain Gmlo = — = —
Vr n
(b) NMOS Transistor Parameters
Quantity Formula
Large-Signal Operation
Coe W
Drain current (active I; = H > - Z(Vgs -V
region)
Cox W
Drain current (triode I, = M2 - Z[2(Vm — V)V — Vi
region)
Threshold voltage Vi=Vo+y [\ /20 + Vg — /2¢;
1
Threshold voltage y = o\ /2qeN 5
parameter o
Oxide capacitance Cox = Cor _ 3.45 fF/pum? for 1,, = 100 A

ox

Small-Signal Operation (Active Region)

w / w
Top-gate transconductance g, = MCOXT(VGS — V) =1/21 D;LC(,XI

gm 2
Transconductance-to- T [
current ratio D Vos = Vi
)4
Body-effect Gnp = —— g\ = X&n
transconductance 2\/2¢s + Vsp
1 1 dX,

Channel-length modulation A = VIS Ioav
parameter A eff GVDS




(continued)

Problems

Quantity

Formula

Small-Signal Operation (Active Region)

Output resistance

Effective channel length

Maximum gain

Source-body depletion
capacitance

Drain-body depletion
capacitance

Gate-source capacitance

Transition frequency

1 Lg [dx,\
ro = —_——=
My Ip \dVpg

Lett = Lgrwn — 2Lg — X4

1 2 2V,
ro = — =
Sl = Ves = Vi~ Vs — V,
C;
C_qh sb0 -
1 + @
Yo
C
Car = - 05
VDB
1+ —=
Yo
2
Cye = =WLC,,
5= 3 \
fr

T 27(Cy + Co + Ca)

75

PROBLEMS

1.1(a) Calculate the built-in potential, depletion-
layer depths, and maximum field in a plane-abrupt pn
junction in silicon with doping densities Ny = 8 x
10" atoms/cm?® and N = 10'7 atoms/cm?. Assume a
reverse bias of 5 V.

(b) Repeat (a) for zero external bias and 0.3 V
forward bias.

1.2 Calculate the zero-bias junction capacitance
for the example in Problem 1.1, and also calculate
the value at 5 V reverse bias and 0.3 V forward bias.

Assume a junction area of 2 x 10~% cm?.

1.3 Calculate the breakdown voltage for the junc-
tion of Problem 1.1 if the critical field is €
4 x 10° V/em.

1.4 Ifjunction curvature causes the maximum field
at a practical junction to be 1.5 times the theoretical
value, calculate the doping density required to give
a breakdown voltage of 150 V with an abrupt pn
junction in silicon. Assume that one side of the junc-
tion is much more heavily doped than the other and
Eery = 3 x 10° V/em.

1.5 If the collector doping density in a transis-
tor is 6 x 10" atoms/cm®, and is much less than the
base doping, find BV for Br = 200 andn = 4. Use
Eerp = 3 x 10° V/em.

crit

1.6 Repeat Problem 1.5 for a doping density of
10'S atoms/cm® and B = 400.

1.7(a) Sketch the I--Vcp characteristics in the
forward-active region for an npn transistor with S =
100 (measured at low Vi), V4 =50 V, BVepo =
120 V, and n = 4. Use

\% M
I = (1+£) _Mer
VA I—MOlF

where M is given by (1.78). Plot /¢ from O to 10 mA
and Vg from0to S0 V. Use Iy = 1 pA, 10 nA, 30 pA,
and 60 pA.

(b) Repeat (a), but sketch V¢ from 0 to 10 V.

1.8 Derive and sketch the complete small-signal
equivalent circuit for a bipolar transistor at Ic =
0.2 mA, Vep =3V, Vg =4 V. Device parameters
are CjeO =20 fF, CHO =10 fF, CcsO =20 fF, ﬂo =
100, Tp=15ps, n = 1073, r, =200 Q, r. = 100 Q,
rex =4 Q, and r, = 5Bor,. Assume y = 0.55 V for
all junctions.

1.9 Repeat Problem 1.8 for Ic =1 mA, V¢ =
1V, and VCS =2V.

1.10 Sketch the graph of small-signal, common-

emitter current gain versus frequency on log scales
from 0.1 MHz to 1000 MHz for the examples of
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Problems 1.8 and 1.9. Calculate the f7 of the device
in each case.

1.11 An integrated-circuit npn transistor has the
following measured characteristics: r, = 100 2, r, =
100 @, By =100, r, =50 kQ at Ir =1 mA,
fr=600 MHz with Ir=1 mA and Vg =
10 V, fr =1 GHz with I =10 mA and V¢ =
10 V, C, =0.15 pF with Ve =10 V, and C
= 1 pF with Vg = 10 V. Assume 1y = 0.55 V for all
junctions, and assume C, is constant in the forward-
bias region. Use r,, = 5Br,.

(a) Form the complete small-signal equivalent cir-
cuit for this transistor at /- = 0.1 mA, 1 mA, and 5
mA with Vep =2 Vand Veg = 15 V.

(b) Sketch the graph of fr versus Ic for this
transistor on log scales from 1 pA to 10 mA with
VCB == 2 V.

1.12 A lateral pnp transistor has an effective base
width of 10 um (1 pwm = 10~ cm).

(a) If the emitter-base depletion capacitance is
2 pF in the forward-bias region and is constant, cal-
culate the device fr at Ic = —0.5 mA. (Neglect C,,.)
Also, calculate the minority-carrier charge stored in the
base of the transistor at this current level. Data: Dp =
13 cm?/s in silicon.

(b) If the collector-base depletion layer width
changes 0.11 pm per volt of Vg, calculate r, for this
transistor at /c = —0.5 mA.

1.13 If the area of the transistor in Problem 1.11
is effectively doubled by connecting two transistors in
parallel, which model parameters in the small-signal
equivalent circuit of the composite transistor would
differ from those of the original device if the total col-
lector current is unchanged? What is the relationship
between the parameters of the composite and original
devices?

1.14 An integrated npn transistor has the fol-
lowing characteristics: 7= 0.25 ns, small-signal,
short-circuit current gain is 9 with /c =1 mA at
f =50 MHz, V4, =40 V, B, =100, r, =150 €,
re =150 @, C, =0.6 pF, C,; =2 pF at the bias
voltage used. Determine all elements in the small-
signal equivalent circuit at /- = 2 mA and sketch the
circuit.

1.15 An NMOS transistor has parameters W =
10 um, L =1 pm, k' = 194 nA/VZ, A = 0.024 V7!,
te=80 A, ¢ =03V, Vy=06V, and Ny =
5 x 10" atoms/cm®. Ignore velocity saturation
effects.

(a) Sketchthe Ip-Vpg characteristics for Vg from
Oto3Vand Vgg=0.5V, 1.5V, and 3 V. Assume
VSB =0.

(b) Sketch the Ip-Vgg characteristics for Vpg =
2V as Vgg varies from 0 to 2 V with Vg =0, 0.5V,
and 1 V.

1.16 Derive and sketch the complete small-signal
equivalent circuit for the device of Problem 1.15 with
VGSZIV, VDSZZV, and VSBZIV. Use 1//0:
0.7 V, CS;,() = th() =20 fF, and Cgb = 5fF. Overlap
capacitance from gate to source and gate to drain is
2 fF.

1.17 Usethedevice data of Problems 1.15and 1.16
to calculate the frequency of unity current gain of this
transistor with Vps =3V, Vg =0V, Vgg =1V, 1.5
V,and 2 V.

1.18 Examine the effect of velocity saturation on
MOSFET characteristics by plotting I, — Vpg curves
for Vgs =1V,2V,and 3V, and Vps =0to 3 Vin the
following cases, and by comparing the results with
and without inclusion of velocity saturation effects.
Assume Vg =0, Vg = 0.6 V, k' = 194 pA/V?, A =
0,and €, = 1.5 x 10° V/m.

(@ W =100 pm and L = 10 pm.
() W=10pumand L =1 pm.
() W=5pmand L =0.5 pm.

1.19 Consider an NMOS transistor with W =
2 um, L =0.5 um, k¥ =194 pA/V3, L =0, Vo =
0.6 V,and €, = 1.5 x 10° V/m. Compare the drain
current predicted by the model of Fig. 1.41 to the drain
current predicted by direct calculation using the equa-
tions including velocity saturation for Vg from 0 to
3 V. Assume Vpg = 3 V and Vsp = 0. For what range
of Vs is the model of Fig. 1.41 accurate within 10
percent?

1.20 Calculate the transconductance of an
n-channel MOSFET with W =10 pm, u, =
450 cm?/(V-s), and €. =15x 10° V/m using chan-
nel lengths from 10 wm to 0.4 pm. Assume that
t,» = L/50 and that the device operates in the active
region with Vg — V, = 0.1 V. Compare the result to
a calculation that ignores velocity saturation. For what
range of channel lengths is the model without velocity
saturation accurate within 10 percent?

1.21 Plot /I, versus Vgg for an n-channel
MOSFET with W =1 pm, L=1 pm, k' =54
}LA/VZ, A= O, VDS =5 V, VSB = 0, VtO =0.7 V, and
€, = 1.5 x 10° V/m. Ignore subthreshold conduction.
Compare the plot with Fig. 1.44a and explain the main
difference for large V5.

1.22 Calculate the transconductance of an
n-channel MOSFET at Ip =10 nA and Vpg =
1 V, assuming subthreshold operation and n = 1.5.
Assuming (Cys + Cyq + Cy) = 10 {F, calculate the
corresponding device fr.
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CHAPTER E

Bipolar, MOS, and BiCMOS
Integrated-Circuit
Technology

2.1 Introduction

For the designer and user of integrated circuits, a knowledge of the details of the fabrica-
tion process is important for two reasons. First, IC technology has become pervasive because
it provides the economic advantage of the planar process for fabricating complex circuitry
at low cost through batch processing. Thus a knowledge of the factors influencing the cost
of fabrication of integrated circuits is essential for both the selection of a circuit approach
to solve a given design problem by the designer and the selection of a particular circuit
for fabrication as a custom integrated circuit by the user. Second, integrated-circuit tech-
nology presents a completely different set of cost constraints to the circuit designer from those
encountered with discrete components. The optimum choice of a circuit approach to realize a
specified circuit function requires an understanding of the degrees of freedom available with the
technology and the nature of the devices that are most easily fabricated on the integrated-
circuit chip.

At the present time, analog integrated circuits are designed and fabricated in bipolar
technology, in MOS technology, and in technologies that combine both types of devices in one
process. The necessity of combining complex digital functions on the same integrated circuit
with analog functions has resulted in an increased use of digital MOS technologies for analog
functions, particularly those functions such as analog-digital conversion required for interfaces
between analog signals and digital systems. However, bipolar technology is now used and will
continue to be used in a wide range of applications requiring high-current drive capability and
the highest levels of precision analog performance.

In this chapter, we first enumerate the basic processes that are fundamental in the fab-
rication of bipolar and MOS integrated circuits: solid-state diffusion, lithography, epitaxial
growth, ion implantation, selective oxidation, and polysilicon deposition. Next, we describe
the sequence of steps that are used in the fabrication of bipolar integrated circuits and describe
the properties of the passive and active devices that result from the process sequence. Also,
we examine several modifications to the basic process. In the next subsection, we con-
sider the sequence of steps in fabricating MOS integrated circuits and describe the types
of devices resulting in that technology. This is followed by descriptions of BICMOS technol-
ogy, silicon-germanium heterojunction transistors, and interconnect materials under study to
replace aluminum wires and silicon-dioxide dielectric. Next, we examine the factors affecting
the manufacturing cost of monolithic circuits and, finally, present packaging considerations
for integrated circuits.
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2.2 Basic Processes in Integrated-Circuit Fabrication

The fabrication of integrated circuits and most modern discrete component transistors is based
on a sequence of photomasking, diffusion, ion implantation, oxidation, and epitaxial growth
steps applied to a slice of silicon starting material called a wafer.!-? Before beginning a descrip-
tion of the basic process steps, we will first review the effects produced on the electrical
properties of silicon by the addition of impurity atoms.

2.2.1 Electrical Resistivity of Silicon

The addition of small concentrations of n-type or p-type impurities to a crystalline silicon
sample has the effect of increasing the number of majority carriers (electrons for n-type, holes
for p-type) and decreasing the number of minority carriers. The addition of impurities is called
doping the sample. For practical concentrations of impurities, the density of majority carriers
is approximately equal to the density of the impurity atoms in the crystal. Thus for n-type
material,

np >~ Np Q2.1

where 7,, (cm™3) is the equilibrium concentration of electrons and Np (cm~) is the concen-
tration of n-type donor impurity atoms. For p-type material,

Pp = Na (2.2)

where p), (cm™3) is the equilibrium concentration of holes and N4 (cm—3) is the concentration
of p-type acceptor impurities. Any increase in the equilibrium concentration of one type of
carrier in the crystal must result in a decrease in the equilibrium concentration of the other. This
occurs because the holes and electrons recombine with each other at a rate that is proportional
to the product of the concentration of holes and the concentration of electrons. Thus the number
of recombinations per second, R, is given by

R = ynp (2.3)

where y is a constant, and n and p are electron and hole concentrations, respectively, in the
silicon sample. The generation of the hole-electron pairs is a thermal process that depends
only on temperature; the rate of generation, G, is not dependent on impurity concentration. In
equilibrium, R and G must be equal, so that

G = constant = R = ynp 2.4)
If no impurities are present, then
n=p=niT) (2.5)

where n; (cm™3) is the intrinsic concentration of carriers in a pure sample of silicon. Equations
2.4 and 2.5 establish that, for any impurity concentration, ynp = constant = yn%, and thus

np =nX(T) (2.6)

Equation 2.6 shows that as the majority carrier concentration is increased by impurity dop-
ing, the minority carrier concentration is decreased by the same factor so that product np is
constant in equilibrium. For impurity concentrations of practical interest, the majority carriers
outnumber the minority carriers by many orders of magnitude.

The importance of minority- and majority-carrier concentrations in the operation of the
transistor was described in Chapter 1. Another important effect of the addition of impurities is
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an increase in the ohmic conductivity of the material itself. This conductivity is given by

o =q(upn + ppp) 2.7

where 11, (cm%/V-s) is the electron mobility, 1, (cm?/V-s) is the hole mobility, and o
(Q2-cm)~ ! is the electrical conductivity. For an n-type sample, substitution of (2.1) and (2.6)
in (2.7) gives

2
n-
U:q<MnND+Mp - ) >~ qunNp (2.8)
Np
For a p-type sample, substitution of (2.2) and (2.6) in (2.7) gives
2
0=9q l“nil‘i‘ﬂpNA ~qupNa (2.9
Ny

The mobility p is different for holes and electrons and is also a function of the impurity
concentration in the crystal for high impurity concentrations. Measured values of mobility in
silicon as a function of impurity concentration are shown in Fig. 2.1. The resistivity p (£2-cm)
is usually specified in preference to the conductivity, and the resistivity of n- and p-type silicon
as a function of impurity concentration is shown in Fig. 2.2. The conductivity and resistivity
are related by the simple expression p = 1/o.

2.2.2 Solid-State Diffusion

Solid-state diffusion of impurities in silicon is the movement, usually at high temperature, of
impurity atoms from the surface of the silicon sample into the bulk material. During this high-
temperature process, the impurity atoms replace silicon atoms in the lattice and are termed
substitutional impurities. Since the doped silicon behaves electrically as p-type or n-type
material depending on the type of impurity present, regions of p-type and n-type material can
be formed by solid-state diffusion.

The nature of the diffusion process is illustrated by the conceptual example shown in Figs.
2.3 and 2.4. We assume that the silicon sample initially contains a uniform concentration of n-
type impurity of 10!% atoms per cubic centimeter. Commonly used n-type impurities in silicon
are phosphorus, arsenic, and antimony. We further assume that by some means we deposit
atoms of p-type impurity on the top surface of the silicon sample. The most commonly used



2.2 Basic Processes in Integrated-Circuit Fabrication 81

100 TTIT T T 1T T T 11 T T T T TT1I T 1714

10

0.1

Resistivity p (€2-cm)

0.001

Figure 2.2 Resistivity of
oooofb——tuul vl vl vl 1l a1 p- and n-type silicon as a
104 10"° 1016 10"7 1018 101° 102 function of impurity

Impurity concentration (cm~3) concentration.4

N A~

-type sample
Boron o P P

atoms on
surface

Impurity concentration, atoms/cm?3

1019 -
1018 -
-~ Ny
107
1016 -
Np
I —
| Figure 2.3 An n-type silicon sample with boron

Depth, x (um)  deposited on the surface.

p-type impurity in silicon device fabrication is boron. The distribution of impurities prior to
the diffusion step is illustrated in Fig. 2.3. The initial placement of the impurity atoms on the
surface of the silicon is called the predeposition step and can be accomplished by a number of
different techniques.

If the sample is now subjected to a high temperature of about 1100°C for a time of about
one hour, the impurities diffuse into the sample, as illustrated in Fig. 2.4. Within the silicon, the
regions in which the p-type impurities outnumber the original n-type impurities display p-type
electrical behavior, whereas the regions in which the n-type impurities are more numerous
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display n-type electrical behavior. The diffusion process has allowed the formation of a pn
junction within the continuous crystal of silicon material. The depth of this junction from the
surface varies from 0.1 wm to 20 wm for silicon integrated-circuit diffusions (where 1 pm = 1
micrometer = 107° m).

2.2.3 Electrical Properties of Diffused Layers

The result of the diffusion process is often a thin layer near the surface of the silicon sample
that has been converted from one impurity type to another. Silicon devices and integrated
circuits are constructed primarily from these layers. From an electrical standpoint, if the pn
junction formed by this diffusion is reverse biased, then the layer is electrically isolated from
the underlying material by the reverse-biased junction, and the electrical properties of the layer
itself can be measured. The electrical parameter most often used to characterize such layers
is the sheet resistance. To define this quantity, consider the resistance of a uniformly doped
sample of length L, width W, thickness 7, and n-type doping concentration Np, as shown in
Fig. 2.5. The resistance is

R_pL_l L
T WT o WT

-

Figure 2.5 Rectangular sample for calculation

w ‘ of sheet resistance.
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Substitution of the expression for conductivity o from (2.8) gives

1 L L 1 L
qunNp) WT W \qunNpT w

Quantity R is the sheet resistance of the layer and has units of Ohms. Since the sheet resistance
is the resistance of any square sheet of material with thickness 7, its units are often given as
Ohms per square (S2/[]) rather than simply Ohms. The sheet resistance can be written in terms
of the resistivity of the material, using (2.8), as

1
Rp=—— =% 2.11)
quaNpT T

The diffused layer illustrated in Fig. 2.6 is similar to this case except that the impurity
concentration is not uniform. However, we can consider the layer to be made up of a parallel
combination of many thin conducting sheets. The conducting sheet of thickness dx at depth x
has a conductance

w
dG =g (L> UnNp(x)dx (2.12)
To find the total conductance, we sum all the contributions.
Xj W W xj
G = / q—mnNp(x)dx = —/ qin Np(x)dx (2.13)
o L L Jo

Inverting (2.13), we obtain

L 1
R=— (2.14)

Xj
Aqm%mw

I

Impurity concentration, atoms/cm?3

4 Np(x)

Net impurity concentration,
A T Nolo) a0 = N

A X A Figure 2.6 Calculation of the
resistance of a diffused layer.
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Comparison of (2.10) and (2.14) gives

Xj —1 Xj -1
Ro = /0 q,unND(x)dx} :[qun/o ND(x)dx] (2.15)

where 7z, is the average mobility. Thus (2.10) can be used for diffused layers if the appropri-
ate value of R is used. Equation 2.15 shows that the sheet resistance of the diffused layer
depends on the total number of impurity atoms in the layer per unit area. The depth x; in
(2.13), (2.14), and (2.15) is actually the distance from the surface to the edge of the junction
depletion layer, since the donor atoms within the depletion layer do not contribute to con-
duction. Sheet resistance is a useful parameter for the electrical characterization of diffusion
processes and is a key parameter in the design of integrated resistors. The sheet resistance of
a diffused layer is easily measured in the laboratory; the actual evaluation of (2.15) is seldom
necessary.

[ ] EXAMPLE

Calculate the resistance of a layer with length 50 pwm and width 5 pm in material of sheet
resistance 200 /(.
From (2.10)

R=55—0><20052=2k§2

Note that this region constitutes 10 squares in series, and R is thus 10 times the sheet
[ ] resistance.

In order to use these diffusion process steps to fabricate useful devices, the diffusion must
be restricted to a small region on the surface of the sample rather than the entire planar surface.
This restriction is accomplished with photolithography.

2.2.4 Photolithography

When a sample of crystalline silicon is placed in an oxidizing environment, a layer of silicon
dioxide will form at the surface. This layer acts as a barrier to the diffusion of impurities, so
that impurities separated from the surface of the silicon by a layer of oxide do not diffuse into
the silicon during high-temperature processing. A pn junction can thus be formed in a selected
location on the sample by first covering the sample with a layer of oxide (called an oxidation
step), removing the oxide in the selected region, and then performing a predeposition and
diffusion step. The selective removal of the oxide in the desired areas is accomplished with
photolithography. This process is illustrated by the conceptual example of Fig. 2.7. Again we
assume the starting material is a sample of n-type silicon. We first perform an oxidation step
in which a layer of silicon dioxide (SiO) is thermally grown on the top surface, usually of
thickness of 0.2 wm to 1 wm. The wafer following this step is shown in Fig. 2.7a. Then the
sample is coated with a thin layer of photosensitive material called photoresist. When this
material is exposed to a particular wavelength of light, it undergoes a chemical change and, in
the case of positive photoresist, becomes soluble in certain chemicals in which the unexposed
photoresist is insoluble. The sample at this stage is illustrated in Fig. 2.7b. To define the desired
diffusion areas on the silicon sample, a photomask is placed over the surface of the sample;
this photomask is opaque except for clear areas where the diffusion is to take place. Light of
the appropriate wavelength is directed at the sample, as shown in Fig. 2.7¢, and falls on the
photoresist only in the clear areas of the mask. These areas of the resist are then chemically
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Figure 2.7 Conceptual example of the use of photolithography to form a pn junction diode. (a) Grow
Si0,. (b) Apply photoresist. (¢) Expose through mask. (d) Develop photoresist. (e) Etch SiO, and
remove photoresist. (f) Predeposit and diffuse impurities.

dissolved in the development step, as shown in Fig. 2.7d. The unexposed areas of the photoresist
are impervious to the developer.

Since the objective is the formation of a region clear of SiOy, the next step is the etching
of the oxide. This step can be accomplished by dipping the sample in an etching solution, such
as hydrofluoric acid, or by exposing it to an electrically produced plasma in a plasma etcher. In
either case, the result is that in the regions where the photoresist has been removed, the oxide
is etched away, leaving the bare silicon surface.

The remaining photoresist is next removed by a chemical stripping operation, leaving the
sample with holes, or windows, in the oxide at the desired locations, as shown in Fig. 2.7e.
The sample now undergoes a predeposition and diffusion step, resulting in the formation of
p-type regions where the oxide had been removed, as shown in Fig. 2.7f. In some instances,
the impurity to be locally added to the silicon surface is deposited by using ion implantation
(see Section 2.2.6). This method of insertion can often take place through the silicon dioxide
so that the oxide-etch step is unnecessary.

The minimum dimension of the diffused region that can be routinely formed with this
technique in device production has decreased with time, and at present is approximately
0.1 pm x 0.1 pwm. The number of such regions that can be fabricated simultaneously can
be calculated by noting that the silicon sample used in the production of integrated circuits is
a round slice, typically 4 inches to 12 inches in diameter and 250 wm thick. Thus the number
of electrically independent pn junctions of dimension 0.1 pm x 0.1 wm spaced 0.1 pwm apart
that can be formed on one such wafer is on the order of 10'2. In actual integrated circuits,
a number of masking and diffusion steps are used to form more complex structures such as
transistors, but the key points are that photolithography is capable of defining a large number
of devices on the surface of the sample and that all of these devices are batch fabricated at
the same time. Thus the cost of the photomasking and diffusion steps applied to the wafer
during the process is divided among the devices or circuits on the wafer. This ability to fab-
ricate hundreds or thousands of devices at once is the key to the economic advantage of IC
technology.
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Figure 2.8 Triple-diffused transistor and resulting impurity profile.

2.2.5 Epitaxial Growth

Early planar transistors and the first integrated circuits used only photomasking and diffusion
steps in the fabrication process. However, all-diffused integrated circuits had severe limitations
compared with discrete component circuits. In a triple-diffused bipolar transistor, as illustrated
in Fig. 2.8, the collector region is formed by an n-type diffusion into the p-type wafer. The
drawbacks of this structure are that the series collector resistance is high and the collector-to-
emitter breakdown voltage is low. The former occurs because the impurity concentration in
the portion of the collector diffusion below the collector-base junction is low, giving the region
high resistivity. The latter occurs because the concentration of impurities near the surface of
the collector is relatively high, resulting in a low breakdown voltage between the collector
and base diffusions at the surface, as described in Chapter 1. To overcome these drawbacks,
the impurity concentration should be low at the collector-base junction for high breakdown
voltage but high below the junction for low collector resistance. Such a concentration profile
cannot be realized with diffusions alone, and the epitaxial growth technique was adopted as a
result.

Epitaxial (epi) growth consists of formation of a layer of single-crystal silicon on the
surface of the silicon sample so that the crystal structure of the silicon is continuous across
the interface. The impurity concentration in the epi layer can be controlled independently and
can be greater or smaller than in the substrate material. In addition, the epi layer is often of
opposite impurity type from the substrate on which it is grown. The thickness of epi layers
used in integrated-circuit fabrication varies from 1 pwm to 20 wm, and the growth of the layer is
accomplished by placing the wafer in an ambient atmosphere containing silicon tetrachloride
(SiCly) or silane (SiHy) at an elevated temperature. A chemical reaction takes place in which
elemental silicon is deposited on the surface of the wafer, and the resulting surface layer of



2.2 Basic Processes in Integrated-Circuit Fabrication 87

silicon is crystalline in structure with few defects if the conditions are carefully controlled.
Such a layer is suitable as starting material for the fabrication of bipolar transistors. Epitaxy is
also utilized in some CMOS and most BICMOS technologies.

2.2.6 lon Implantation

Ton implantation is a technique for directly inserting impurity atoms into a silicon wafer.>¢
The wafer is placed in an evacuated chamber, and ions of the desired impurity species are
directed at the sample at high velocity. These ions penetrate the surface of the silicon wafer to
an average depth of from less than 0.1 pm to about 0.6 pwm, depending on the velocity with
which they strike the sample. The wafer is then held at a moderate temperature for a period
of time (for example, 800°C for 10 minutes) in order to allow the ions to become mobile and
fit into the crystal lattice. This is called an anneal step and is essential to allow repair of any
crystal damage caused by the implantation. The principal advantages of ion implantation over
conventional diffusion are (1) that small amounts of impurities can be reproducibly deposited,
and (2) that the amount of impurity deposited per unit area can be precisely controlled. In
addition, the deposition can be made with a high level of uniformity across the wafer. Another
useful property of ion-implanted layers is that the peak of the impurity concentration profile
can be made to occur below the surface of the silicon, unlike with diffused layers. This allows
the fabrication of implanted bipolar structures with properties that are significantly better than
those of diffused devices. This technique is also widely applied in MOS technology where
small, well-controlled amounts of impurity are required at the silicon surface for adjustment
of device thresholds, as described in Section 1.5.1.

2.2.7 Local Oxidation

In both MOS and bipolar technologies, the need often arises to fabricate regions of the silicon
surface that are covered with relatively thin silicon dioxide, adjacent to areas covered by
relatively thick oxide. Typically, the former regions constitute the active-device areas, whereas
the latter constitute the regions that electrically isolate the devices from each other. A second
requirement is that the transition from thick to thin regions must be accomplished without
introducing a large vertical step in the surface geometry of the silicon, so that the metallization
and other patterns that are later deposited can lie on a relatively planar surface. Local oxidation
is used to achieve this result. The local oxidation process begins with a sample that already
has a thin oxide grown on it, as shown in Fig. 2.9a. First a layer of silicon nitride (SiN) is
deposited on the sample and subsequently removed with a masking step from all areas where
thick oxide is to be grown, as shown in Fig. 2.9b. Silicon nitride acts as a barrier to oxygen
atoms that might otherwise reach the Si-SiO; interface and cause further oxidation. Thus when
a subsequent long, high-temperature oxidation step is carried out, a thick oxide is grown in the
regions where there is no nitride, but no oxidation takes place under the nitride. The resulting
geometry after nitride removal is shown in Fig. 2.9¢. Note that the top surface of the silicon
dioxide has a smooth transition from thick to thin areas and that the height of this transition
is less than the oxide thickness difference because the oxidation in the thick oxide regions
consumes some of the underlying silicon.

2.2.8 Polysilicon Deposition

Many process technologies utilize layers of polycrystalline silicon that are deposited during
fabrication. After deposition of the polycrystalline silicon layer on the wafer, the desired fea-
tures are defined by using a masking step and can serve as gate electrodes for silicon-gate MOS
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transistors, emitters of bipolar transistors, plates of capacitors, resistors, fuses, and interconnect
layers. The sheet resistance of such layers can be controlled by the impurity added, much like
bulk silicon, in a range from about 20 €2/[] up to very high values. The process that is used to
deposit the layer is much like that used for epitaxy. However, since the deposition is usually
over a layer of silicon dioxide, the layer does not form as a single-crystal extension of the under-
lying silicon but forms as a granular (or polysilicon) film. Some MOS technologies contain as
many as three separate polysilicon layers, separated from one another by layers of SiO5.

2.3 High-Voltage Bipolar Integrated-Circuit Fabrication

Integrated-circuit fabrication techniques have changed dramatically since the invention of
the basic planar process. This change has been driven by developments in photolithography,
processing techniques, and also the trend to reduce power-supply voltages in many systems.
Developments in photolithography have reduced the minimum feature size attainable from tens
of microns to the submicron level. The precise control allowed by ion implantation has resulted
in this technique becoming the dominant means of predepositing impurity atoms. Finally, many
circuits now operate from 3 V or 5 V power supplies instead of from the = 15 V supplies used
earlier to achieve high dynamic range in stand-alone integrated circuits, such as operational
amplifiers. Reducing the operating voltages allows closer spacing between devices in an IC. It
also allows shallower structures with higher frequency capability. These effects stem from the
fact that the thickness of junction depletion layers is reduced by reducing operating voltages,
as described in Chapter 1. Thus the highest-frequency IC processes are designed to operate
from 5-V supplies or less and are generally not usable at higher supply voltages. In fact, a
fundamental trade-off exists between the frequency capability of a process and its breakdown
voltage.

In this section, we examine first the sequence of steps used in the fabrication of high-
voltage bipolar integrated circuits using junction isolation. This was the original IC process
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Figure 2.10 Buried-layer diffusion.

and is useful as a vehicle to illustrate the basic methods of IC fabrication. It is still used in
various forms to fabricate high-voltage circuits.

The fabrication of a junction-isolated bipolar integrated circuit involves a sequence of
from six to eight masking and diffusion steps. The starting material is a wafer of p-type silicon,
usually 250 wm thick and with an impurity concentration of approximately 10'¢ atoms/cm?>.
We will consider the sequence of diffusion steps required to form an npn integrated-circuit
transistor. The first mask and diffusion step, illustrated in Fig. 2.10, forms a low-resistance
n-type layer that will eventually become a low-resistance path for the collector current of the
transistor. This step is called the buried-layer diffusion, and the layer itself is called the buried
layer. The sheet resistance of the layer is in the range of 20 to 50 /[, and the impurity used
is usually arsenic or antimony because these impurities diffuse slowly and thus do not greatly
redistribute during subsequent processing.

After the buried-layer step, the wafer is stripped of all oxide and an epi layer is grown, as
shown in Fig. 2.11. The thickness of the layer and its n-type impurity concentration determine
the collector-base breakdown voltage of the transistors in the circuit since this material forms
the collector region of the transistor. For example, if the circuit is to operate at a power-supply
voltage of 36V, the devices generally are required to have BV breakdown voltages above
this value. As described in Chapter 1, this implies that the plane breakdown voltage in the
collector-base junction must be several times this value because of the effects of collector
avalanche multiplication. For BVcgo = 36V, a collector-base plane breakdown voltage of
approximately 90 V is required, which implies an impurity concentration in the collector of
approximately 10" atoms/cm? and a resistivity of 5 Q-cm. The thickness of the epitaxial
layer then must be large enough to accommodate the depletion layer associated with the
collector-base junction. At 36 V, the results of Chapter 1 can be used to show that the depletion-
layer thickness is approximately 6 wm. Since the buried layer diffuses outward approximately
8 wm during subsequent processing, and the base diffusion will be approximately 3 wm deep,
a total epitaxial layer thickness of 17 pm is required for a 36-V circuit. For circuits with lower
operating voltages, thinner and more heavily doped epitaxial layers are used to reduce the
transistor collector series resistance, as will be shown later.

Following the epitaxial growth, an oxide layer is grown on the top surface of the epitaxial
layer. A mask step and boron (p-type) predeposition and diffusion are performed, resulting in
the structure shown in Fig. 2.12. The function of this diffusion is to isolate the collectors of
the transistors from each other with reverse-biased pn junctions, and it is termed the isolation

n-type epitaxial layer

I priype 's‘ﬁbsirété R

Figure 2.11 Bipolar integrated-circuit wafer following epitaxial growth.
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diffusion. Because of the depth to which the diffusion must penetrate, this diffusion requires
several hours in a diffusion furnace at temperatures of about 1200°C. The isolated diffused
layer has a sheet resistance from 20 /] to 40 Q/[].

The next steps are the base mask, base predeposition, and base diffusion, as shown in
Fig. 2.13. The latter is usually a boron diffusion, and the resulting layer has a sheet resistance
of from 100 €2/[] to 300 /[, and a depth of 1 pwm to 3 pwm at the end of the process. This
diffusion forms not only the bases of the transistors, but also many of the resistors in the circuit,
so that control of the sheet resistance is important.

Following the base diffusion, the emitters of the transistors are formed by a mask step,
n-type predeposition, and diffusion, as shown in Fig. 2.14. The sheet resistance is between
2 @/ and 10 /], and the depth is 0.5 pm to 2.5 wm after the diffusion. This diffusion
step is also used to form a low-resistance region, which serves as the contact to the collector
region. This is necessary because ohmic contact is difficult to accomplish between aluminum
metallization and the high-resistivity epitaxial material directly. The next masking step, the
contact mask, is used to open holes in the oxide over the emitter, the base, and the collector of
the transistors so that electrical contact can be made to them. Contact windows are also opened
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p type substrate
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Figure 2.14 Structure following emitter diffusion.
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Figure 2.16 Scanning electron microscope photograph of npn transistor structure.

for the passive components on the chip. The entire wafer is then coated with a thin (about
1 pm) layer of aluminum that will interconnect the circuit elements. The actual interconnect
pattern is defined by the last mask step, in which the aluminum is etched away in the areas
where the photoresist is removed in the develop step. The final structure is shown in Fig. 2.15.
A microscope photograph of an actual structure of the same type is shown in Fig. 2.16. The
terraced effect on the surface of the device results from the fact that additional oxide is grown
during each diffusion cycle, so that the oxide is thickest over the epitaxial region, where no
oxide has been removed, is less thick over the base and isolation regions, which are both
opened at the base mask step, and is thinnest over the emitter diffusion. A typical diffusion
profile for a high-voltage, deep-diffused analog integrated circuit is shown in Fig. 2.17.

This sequence allows simultaneous fabrication of a large number (often thousands) of
complex circuits on a single wafer. The wafer is then placed in an automatic tester, which
checks the electrical characteristics of each circuit on the wafer and puts an ink dot on circuits
that fail to meet specifications. The wafer is then broken up, by sawing or scribing and breaking,
into individual circuits. The resulting silicon chips are called dice, and the singular is die. Each
good die is then mounted in a package, ready for final testing.
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Figure 2.17 Typical impurity concentration for a monolithic npn transistor in a high-voltage,
deep-diffused process.

2.4 Advanced Bipolar Integrated-Circuit Fabrication

A large fraction of bipolar analog integrated circuits currently manufactured uses the basic
technology described in the previous section, or variations thereof. The fabrication sequence
is relatively simple and low in cost. However, many of the circuit applications of commercial
importance have demanded steadily increasing frequency response capability, which translates
directly to a need for transistors of higher frequency-response capability in the technology. The
higher speed requirement dictates a device structure with thinner base width to reduce base
transit time and smaller dimensions overall to reduce parasitic capacitances. The smaller device
dimensions require that the width of the junction depletion layers within the structure be reduced
in proportion, which in turn requires the use of lower circuit operating voltages and higher
impurity concentrations in the device structure. To meet this need, a class of bipolar fabrication
technologies has evolved that, compared to the high-voltage process sequence described in the
last section, use much thinner and more heavily doped epitaxial layers, selectively oxidized
regions for isolation instead of diffused junctions, and a polysilicon layer as the source of
dopant for the emitter. Because of the growing importance of this class of bipolar process, the
sequence for such a process is described in this section.

The starting point for the process is similar to that for the conventional process, with a
mask and implant step resulting in the formation of a heavily-doped n* buried layer in a p-type
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Figure 2.18 Device cross section following initial buried-layer mask, implant, and epitaxial-layer
growth.

substrate. Following this step, a thin n-type epitaxial layer is grown, about 1 pm in thickness and
about 0.5 Q2-cm in resistivity. The result after these steps is shown in cross section in Fig. 2.18.

Next, a selective oxidation step is carried out to form the regions that will isolate the
transistor from its neighbors and also isolate the collector-contact region from the rest of the
transistor. The oxidation step is as described in Section 2.2.7, except that prior to the actual
growth of the thick SiO; layer, an etching step is performed to remove silicon material from
the regions where oxide will be grown. If this is not done, the thick oxide growth results in
elevated humps in the regions where the oxide is grown. The steps around these humps cause
difficulty in coverage by subsequent layers of metal and polysilicon that will be deposited.
The removal of some silicon material before oxide growth results in a nearly planar surface
after the oxide is grown and removes the step coverage problem in subsequent processing. The
resulting structure following this step is shown in Fig. 2.19. Note that the SiO; regions extend
all the way down to the p-type substrate, electrically isolating the n-type epi regions from one
another. These regions are often referred to as moats. Because growth of oxide layers thicker
than a micron or so requires impractically long times, this method of isolation is practical only
for very thin transistor structures.

Next, two mask and implant steps are performed. A heavy n™ implant is made in the
collector-contact region and diffused down to the buried layer, resulting in a low-resistance
path to the collector. A second mask is performed to define the base region, and a thin-base
p-type implant is performed. The resulting structure is shown in Fig. 2.20.

A major challenge in fabricating this type of device is the formation of very thin base and
emitter structures, and then providing low-resistance ohmic contact to these regions. This is
most often achieved using polysilicon as a doping source. An n* doped layer of polysilicon is
deposited and masked to leave polysilicon only in the region directly over the emitter. During
subsequent high-temperature processing steps, the dopant (usually arsenic) diffuses out of the
polysilicon and into the crystalline silicon, forming a very thin, heavily doped emitter region.
Following the poly deposition, a heavy p-type implant is performed, which results in a more
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Figure 2.19 Device cross section following selective etch and oxidation to form thick-oxide moats.
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Figure 2.20 Device cross section following mask, implant, and diffusion of collector n* region, and
mask and implant of base p-type region.
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Figure 2.21 Device cross section following poly deposition and mask, base p-type implant, and thermal
diffusion cycle.

heavily doped p-type layer at all points in the base region except directly under the polysilicon,
where the polysilicon itself acts as a mask to prevent the boron atoms from reaching this part
of the base region. The structure that results following this step is shown in Fig. 2.21.

This method of forming low-resistance regions to contact the base is called a self-aligned
structure because the alignment of the base region with the emitter happens automatically and
does not depend on mask alignment. Similar processing is used in MOS technology, described
later in this chapter.

The final device structure after metallization is shown in Fig. 2.22. Since the moats are
made of SiO», the metallization contact windows can overlap into them, a fact that dramatically
reduces the minimum achievable dimensions of the base and collector regions. All exposed

Collector contact
metal

Base contact Polysilicon emitter

Nmetal /
NN |7 A
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Figure 2.22 Final device cross section. Note that collector and base contact windows can overlap moat
regions. Emitter contact for the structure shown here would be made on an extension of the polysilicon
emitter out of the device active area, allowing the minimum possible emitter size.



2.5 Active Devices in Bipolar Analog Integrated Circuits 95

Step coverage
into contact through
Deposited apening in Second-metal
(CVD] oxide deposited oxide interconnect to base

Thermal (grown) :
oxide Base contact (first metal)

Oxide opening Collector contact Polysilicon Second-metal Second-metal
defining base (first metal) emitter interconnect interconnect
region to collector to emitter

(@) ®)
Figure 2.23 Scanning-electron-microscope photographs of a bipolar transistor in an advanced,
polysilicon-emitter, oxide-isolated process. (a) After polysilicon emitter definition and first-metal
contact to the base and collector. The polysilicon emitter is 1 wm wide. (b) After oxide deposition,
contact etch, and second-metal interconnect. [QUBic process photograph courtesy of Signetics.]

silicon and polysilicon is covered with a highly conductive silicide (a compound of silicon
and a refractory metal such as tungsten) to reduce series and contact resistance. For minimum-
dimension transistors, the contact to the emitter is made by extending the polysilicon to a
region outside the device active area and forming a metal contact to the polysilicon there.
A photograph of such a device is shown in Fig. 2.23, and a typical impurity profile is shown
in Fig. 2.24. The use of the remote emitter contact with polysilicon connection does add some
series emitter resistance, so for larger device geometries or cases in which emitter resistance
is critical, a larger emitter is used and the contact is placed directly on top of the polysilicon
emitter itself. Production IC processes’-® based on technologies similar to the one just described
yield bipolar transistors having fr values well in excess of 10 GHz, compared to a typical
value of 500 MHz for deep-diffused, high-voltage processes.

2.5 Active Devices in Bipolar Analog Integrated Circuits

The high-voltage IC fabrication process described previously is an outgrowth of the one used
to make npn double-diffused discrete bipolar transistors, and as a result the process inherently
produces double-diffused npn transistors of relatively high performance. The advanced tech-
nology process improves further on all aspects of device performance except for breakdown
voltage. In addition to npn transistors, pnp transistors are also required in many analog circuits,
and an important development in the evolution of analog IC technologies was the invention of
device structures that allowed the standard technology to produce pnp transistors as well. In
this section, we will explore the structure and properties of npn, lateral pnp, and substrate pnp
transistors. We will draw examples primarily from the high-voltage technology. The available
structures in the more advanced technology are similar, except that their frequency response
is correspondingly higher. We will include representative device parameters from these newer
technologies as well.
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Figure 2.24 Typical impurity profile in a shallow oxide-isolated bipolar transistor.

2.5.1 Integrated-Circuit npn Transistors

The structure of a high-voltage, integrated-circuit npn transistor was described in the last
section and is shown in plan view and cross section in Fig. 2.25. In the forward-active region
of operation, the only electrically active portion of the structure that provides current gain
is that portion of the base immediately under the emitter diffusion. The rest of the structure
provides a top contact to the three transistor terminals and electrical isolation of the device
from the rest of the devices on the same die. From an electrical standpoint, the principal effect
of these regions is to contribute parasitic resistances and capacitances that must be included
in the small-signal model for the complete device to provide an accurate representation of
high-frequency behavior.

An important distinction between integrated-circuit design and discrete-component cir-
cuit design is that the IC designer has the capability to utilize a device geometry that is
specifically optimized for the particular set of conditions found in the circuit. Thus the circuit-
design problem involves a certain amount of device design as well. For example, the need
often exists for a transistor with a high current-carrying capability to be used in the out-
put stage of an amplifier. Such a device can be made by using a larger device geometry
than the standard one, and the transistor then effectively consists of many standard devices
connected in parallel. The larger geometry, however, will display larger base-emitter, collector-
base, and collector-substrate capacitance than the standard device, and this must be taken into
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Figure 2.25 Integrated-circuit npn transistor. The mask layers are coded as shown.

account in analyzing the frequency response of the circuit. The circuit designer then must
be able to determine the effect of changes in device geometry on device characteristics and
to estimate the important device parameters when the device structure and doping levels are
known. To illustrate this procedure, we will calculate the model parameters of the npn device
shown in Fig. 2.25. This structure is typical of the devices used in circuits with a 5-Q-cm,
17-pm epitaxial layer. The emitter diffusion is 20 wm x 25 wm, the base diffusion is 45
pwm x 60 wm, and the base-isolation spacing is 25 pm. The overall device dimensions are
140 pm x 95 wm. Device geometries intended for lower epi resistivity and thickness can
be much smaller; the base-isolation spacing is dictated by the side diffusion of the isola-
tion region plus the depletion layers associated with the base-collector and collector-isolation
junctions.

Saturation Current Ig. In Chapter 1, the saturation current of a graded-base transistor was
shown to be
gA D,n?

g = —L 2.16
S O (2.16)
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where A is the emitter-base junction area, Q p is the total number of impurity atoms per unit
area in the base, n; is the intrinsic carrier concentration, and D,, is the effective diffusion
constant for electrons in the base region of the transistor. From Fig. 2.17, the quantity Qp
can be identified as the area under the concentration curve in the base region. This could be
determined graphically but is most easily determined experimentally from measurements of
the base-emitter voltage at a constant collector current. Substitution of (2.16) in (1.35) gives

2
. 1%

Osp ! qn; exp BE

Dn IC LT

and Q p can be determined from this equation.

(2.17)

EXAMPLE

A base-emitter voltage of 550 mV is measured at a collector current of 10 A on a test transistor
with a 100 pm x 100 wm emitter area. Estimate Q p if 7 = 300°K. From Chapter 1, we have
ni = 1.5 x 10'% cm™3. Substitution in (2.17) gives

1.6 x 10719 x 2.25 x 1020
25 _ (100 x 10742 10 XX
D, 10-3

=5.54 x 10" em™s

exp(550/26)

At the doping levels encountered in the base, an approximate value of D, the electron
diffusivity, is

D, = 13cm?s™!
Thus for this example,
0p =5.54 x 10" x 13cm™2 = 7.2 x 10'? atoms/cm®

Note that QO p depends on the diffusion profiles and will be different for different types of
processes. Generally speaking, fabrication processes intended for lower voltage operation use
thinner base regions and display lower values of Qp. Within one nominally fixed process,
QO p can vary by a factor of two or three to one because of diffusion process variations. The
principal significance of the numerical value for Qp is that it allows the calculation of the
saturation current /g for any device structure once the emitter-base junction area is known.

Series Base Resistance r,. Because the base contact is physically removed from the active
base region, a significant series ohmic resistance is observed between the contact and the active
base. This resistance can have a significant effect on the high-frequency gain and on the noise
performance of the device. As illustrated in Fig. 2.26q, this resistance consists of two parts.
The first is the resistance rp; of the path between the base contact and the edge of the emitter

Figure 2.26 (a) Base resistance
(a) components for the npn transistor.
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diffusion. The second part rp; is that resistance between the edge of the emitter and the site
within the base region at which the current is actually flowing. The former component can be
estimated by neglecting fringing and by assuming that this component of the resistance is that
of a rectangle of material as shown in Fig. 2.26b. For a base sheet resistance of 100 €2/[] and
typical dimensions as shown in Fig. 2.26b, this would give a resistance of

10 pm

= 100 2 =40 Q
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pm

The calculation of 1, is complicated by several factors. First, the current flow in this region
is not well modeled by a single resistor because the base resistance is distributed throughout
the base region and two-dimensional effects are important. Second, at even moderate current
levels, the effect of current crowding” in the base causes most of the carrier injection from
the emitter into the base to occur near the periphery of the emitter diffusion. At higher current
levels, essentially all of the injection takes place at the periphery and the effective value of
rp approaches rp1. In this situation, the portion of the base directly beneath the emitter is not
involved in transistor action. A typically observed variation of r, with collector current for the
npn geometry of Fig. 2.25 is shown in Fig. 2.27. In transistors designed for low-noise and/or
high-frequency applications where low r}, is important, an effort is often made to maximize the
periphery of the emitter that is adjacent to the base contact. At the same time, the emitter-base
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Figure 2.28 (a) Components of collector resistance 7.

junction and collector-base junction areas must be kept small to minimize capacitance. In the
case of high-frequency transistors, this usually dictates the use of an emitter geometry that
consists of many narrow stripes with base contacts between them. The ease with which the
designer can use such device geometries is an example of the flexibility allowed by monolithic
IC construction.

Series Collector Resistance rc. The series collector resistance is important both in high-
frequency circuits and in low-frequency applications where low collector-emitter saturation
voltage is required. Because of the complex three-dimensional shape of the collector region
itself, only an approximate value for the collector resistance can be obtained by hand analysis.
From Fig. 2.28, we see that the resistance consists of three parts: that from the collector-base
junction under the emitter down to the buried layer, 7. ; that of the buried layer from the region
under the emitter over to the region under the collector contact, r.»; and finally, that portion
from the buried layer up to the collector contact, 3. The small-signal series collector resistance
in the forward-active region can be estimated by adding the resistance of these three paths.

[ ] EXAMPLE

Estimate the collector resistance of the transistor of Fig. 2.25, assuming the doping profile of
Fig. 2.17. We first calculate the r.; component. The thickness of the lightly doped epi layer
between the collector-base junction and the buried layer is 6 pm. Assuming that the collector-
base junction is at zero bias, the results of Chapter 1 can be used to show that the depletion
layer is about 1 pm thick. Thus the undepleted epi material under the base is 5 pm thick.

The effective cross-sectional area of the resistance r, is larger at the buried layer than at
the collector-base junction. The emitter dimensions are 20 pwm x 25 wm, while the buried layer
dimensions are 41 pm x 85 pm on the mask. Since the buried layer side-diffuses a distance
roughly equal to the distance that it out-diffuses, about 8 wm must be added on each edge,
giving an effective size of 57 pwm x 101 pm. An exact calculation of the ohmic resistance of
this three-dimensional region would require a solution of Laplace’s equation in the region, with
a rather complex set of boundary conditions. Consequently, we will carry out an approximate
analysis by modeling the region as a rectangular parallelepiped, as shown in Fig. 2.28b. Under
the assumptions that the top and bottom surfaces of the region are equipotential surfaces, and
that the current flow in the region takes place only in the vertical direction, the resistance of
the structure can be shown to be

a
pr 0 (E)

~ WL (a—b)

(2.18)
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Figure 2.28 (b) Model for calculation of collector
() resistance.

where
T = thickness of the region
p = resistivity of the material
W, L = width, length of the top rectangle
a = ratio of the width of the bottom rectangle to the width of the top rectangle
b = ratio of the length of the bottom rectangle to the length of the top rectangle

Direct application of this expression to the case at hand would give an unrealistically low value
of resistance, because the assumption of one-dimensional flow is seriously violated when the
dimensions of the lower rectangle are much larger than those of the top rectangle. Equation
2.18 gives realistic results when the sides of the region form an angle of about 60° or less with
the vertical. When the angle of the sides is increased beyond this point, the resistance does not
decrease very much because of the long path for current flow between the top electrode and the
remote regions of the bottom electrode. Thus the limits of the bottom electrode should be deter-
mined either by the edges of the buried layer or by the edges of the emitter plus a distance equal
to about twice the vertical thickness T of the region, whichever is smaller. For the case of .1,

T=5pm=>5x10"%cm
p =15 Q-cm

We assume that the effective emitter dimensions are those defined by the mask plus approxi-
mately 2 pm of side diffusion on each edge. Thus

W =20 um+4 pm =24 x 10~ cm
L=25um+4um=29x10"*cm
For this case, the buried-layer edges are further away from the emitter edge than twice the

thickness 7 on all four sides when side diffusion is taken into account. Thus the effective
buried-layer dimensions that we use in (2.18) are

Wpr = W +4T =24 pm + 20 pm = 44 pm
Lpr, =L +4T =29 pm 4 20 pm = 49 pm

and
44
a= M _ g3
24 pm
4
p= B
29 pm

Thus from (2.18),

_ (5)(5 x 1074
T (24 x 107429 x 10—%)

(0.57) Q = 204 Q

cl



102  Chapter 2 = Bipolar, MOS, and BiCMOS Integrated-Circuit Technology

We will now calculate 7., assuming a buried-layer sheet resistance of 20 €2/[J. The distance
from the center of the emitter to the center of the collector-contact diffusion is 62 wm, and the
width of the buried layer is 41 pm. The r.» component is thus, approximately,

L 62 pm
2 = (20 Q/ — | =20/ =30Q
re =t D)(W> D<41 u«m)

Here the buried-layer side diffusion was not taken into account because the ohmic resistance of
the buried layer is determined entirely by the number of impurity atoms actually diffused [see
(2.15)] into the silicon, which is determined by the mask dimensions and the sheet resistance
of the buried layer.

For the calculation of r.3, the dimensions of the collector-contact nt diffusion are
18 wm x 49 wm, including side diffusion. The distance from the buried layer to the bottom
of the n™ diffusion is seen in Fig. 2.17 to be 6.5 pm, and thus 7 = 6.5 um in this case. On
the three sides of the collector nt diffusion that do not face the base region, the out-diffused
buried layer extends only 4 wm outside the n™ diffusion, and thus the effective dimension of
the buried layer is determined by the actual buried-layer edge on these sides. On the side facing
the base region, the effective edge of the buried layer is a distance 27, or 13 wm, away from
the edge of the n" diffusion. The effective buried-layer dimensions for the calculation of r.3
are thus 35 pm x 57 pm. Using (2.18),

(5)(6.5 x 10~%)

= 0.66 =243 Q
(18 x 10=%)(49 x 10~%)

r'e3

The total collector resistance is thus
e =rel + 12 +re3 =531Q

The value actually observed in such devices is somewhat lower than this for three reasons.
First, we have approximated the flow as one-dimensional, and it is actually three-dimensional.
Second, for larger collector-base voltages, the collector-base depletion layer extends further
into the epi, decreasing r.1. Third, the value of r, that is important is often that for a saturated
device. In saturation, holes are injected into the epi region under the emitter by the forward-
biased, collector-base function, and they modulate the conductivity of the region even at
moderate current levels.!? Thus the collector resistance one measures when the device is in
saturation is closer to (r.» + r.3), or about 250 to 300 2. Thus r. is smaller in saturation than
[ ] in the forward-active region.

Collector-Base Capacitance. The collector-base capacitance is simply the capacitance of
the collector-base junction including both the flat bottom portion of the junction and the side-
walls. This junction is formed by the diffusion of boron into an n-type epitaxial material
that we will assume has a resistivity of 5 Q-cm, corresponding to an impurity concentra-
tion of 10'> atoms/cm?. The uniformly doped epi layer is much more lightly doped than the
p-diffused region, and as a result, this junction is well approximated by a step junction in
which the depletion layer lies almost entirely in the epitaxial material. Under this assumption,
the results of Chapter 1 regarding step junctions can be applied, and for convenience this
relationship has been plotted in nomograph form in Fig. 2.29. This nomograph is a graphical

representation of the relation
C;j N
i [_49¢VB (2.19)
A 2o + Vi)
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Figure 2.29 Capacitance and depletion-layer width of an abrupt pn junction as a function of applied
voltage and doping concentration on the lightly doped side of the junction.!!

where Np is the doping density in the epi material and V7 is the reverse bias on the junction.
The nomograph of Fig. 2.29 can also be used to determine the junction depletion-region width
as a function of applied voltage, since this width is inversely proportional to the capacitance.
The width in microns is given on the axis on the right side of the figure.

Note that the horizontal axis in Fig. 2.29 is the total junction potential, which is the applied
potential plus the built-in voltage 1. In order to use the curve, then, the built-in potential must
be calculated. While this would be an involved calculation for a diffused junction, the built-in
potential is actually only weakly dependent on the details of the diffusion profile and can be
assumed to be about 0.55 V for the collector-base junction, 0.52 V for the collector-substrate
junction, and about 0.7 V for the emitter-base junction.

EXAMPLE

Calculate the collector-base capacitance of the device of Fig. 2.25. The zero-bias capacitance
per unit area of the collector-base junction can be found from Fig. 2.29 to be approximately
10~* pF/um?. The total area of the collector-base junction is the sum of the area of the bottom
of the base diffusion plus the base sidewall area. From Fig. 2.25, the bottom area is

Abottom = 60 pm x 45 pm = 2700 pm?
The edges of the base region can be seen from Fig. 2.17 to have the shape similar to one-quarter
of a cylinder. We will assume that the region is cylindrical in shape, which yields a sidewall

area of

b
Agidewall = P x d x E
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where
P = base region periphery
d = base diffusion depth

Thus we have
Agidewall = 3 pm x (60 pm + 60 pm + 45 pm + 45 pm) x % — 989 pm?

and the total capacitance is

C;LO = (Apottom + Asidewall)(1074 PF/P«IHZ) = 0.36 pF

Collector-Substrate Capacitance. The collector-substrate capacitance consists of three por-
tions: that of the junction between the buried layer and the substrate, that of the sidewall of
the isolation diffusion, and that between the epitaxial material and the substrate. Since the
substrate has an impurity concentration of about 10'® cm ™3, it is more heavily doped than the
epi material, and we can analyze both the sidewall and epi-substrate capacitance under the
assumption that the junction is a one-sided step junction with the epi material as the lightly
doped side. Under this assumption, the capacitance per unit area in these regions is the same
as in the collector-base junction.

[ ] EXAMPLE

Calculate the collector-substrate capacitance of the standard device of Fig. 2.25. The area of
the collector-substrate sidewall is

Agidewall = (17 pm)(140 pm + 140 pm + 95 pm + 95 pm) (g) — 12,550 pm?

We will assume that the actual buried layer covers the area defined by the mask, indicated
on Fig. 2.25 as an area of 41 pwm x 85 wm, plus 8§ wm of side-diffusion on each edge. This
gives a total area of 57 um x 101 wm. The area of the junction between the epi material and
the substrate is the total area of the isolated region, minus that of the buried layer.

Aepi-substrate = (140 pm x 95 pm) — (57 pm x 101 pwm)
= 7543 pm?

The capacitances of the sidewall and epi-substrate junctions are, using a capacitance per unit
area of 10~ *pF/um?

Ces0 (sidewall) = (12, 550 pm?)(10~*pF/pm?) = 1.26 pF
Ces0(epi-substrate) = (7543 wm?)(10™* pF/um?) = 0.754 pF

For the junction between the buried layer and the substrate, the lightly doped side of
the junction is the substrate. Assuming a substrate doping level of 10'® atoms/cm?, and a
built-in voltage of 0.52 V, we can calculate the zero-bias capacitance per unit area as 3.3 x
10~ pF/um?. The area of the buried layer is

Apr =57 pm x 101 pm = 5757 pm?
and the zero-bias capacitance from the buried layer to the substrate is thus
Ceso(BL) = (5757 pm?)(3.3 x 10~* pF/pum?) = 1.89 pF
The total zero-bias, collector-substrate capacitance is thus

Ceso = 1.26 pF + 0.754 pF + 1.89 pF = 3.90 pF
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Emitter-Base Capacitance. The emitter-base junction of the transistor has a doping profile
that is not well approximated by a step junction because the impurity concentration on both
sides of the junction varies with distance in a rather complicated way. Furthermore, the sidewall
capacitance per unit area is not constant but varies with distance from the surface because the
base impurity concentration varies with distance. A precise evaluation of this capacitance can
be carried out numerically, but a first-order estimate of the capacitance can be obtained by
calculating the capacitance of an abrupt junction with an impurity concentration on the lightly
doped side that is equal to the concentration in the base at the edge of the junction. The sidewall
contribution is neglected.

EXAMPLE

Calculate the zero-bias, emitter-base junction capacitance of the standard device of Fig. 2.25.

We first estimate the impurity concentration at the emitter edge of the base region. From
Fig. 2.17, it can be seen that this concentration is approximately 10'7 atoms/cm?®. From the
nomograph of Fig. 2.29, this abrupt junction would have a zero-bias capacitance per unit area of
1073 pF/um?. Since the area of the bottom portion of the emitter-base junction is 25 um x 20
wm, the capacitance of the bottom portion is

Chottom = (500 pm*)(10~> pF/um?) = 0.5 pF

Again assuming a cylindrical cross section, the sidewall area is given by

T
Agidewall = 2(25 pm + 20 wm) (5) (2.5 wm) = 353 pm>

Assuming that the capacitance per unit area of the sidewall is approximately the same as the
bottom,

Ciidewal = (353 pm?)(10° pF/um?) = 0.35 pF
The total emitter-base capacitance is

Cjeo = 0.85 pF

Current Gain. As described in Chapter 1, the current gain of the transistor depends on
minority-carrier lifetime in the base, which affects the base transport factor, and on the diffu-
sion length in the emitter, which affects the emitter efficiency. In analog IC processing, the base
minority-carrier lifetime is sufficiently long that the base transport factor is not a limiting factor
in the forward current gain in npn transistors. Because the emitter region is heavily doped with
phosphorus, the minority-carrier lifetime is degraded in this region, and current gain is limited
primarily by emitter efficiency.'? Because the doping level, and hence lifetime, vary with dis-
tance in the emitter, the calculation of emitter efficiency for the npn transistor is difficult, and
measured parameters must be used. The room-temperature current gain typically lies between
200 and 1000 for these devices. The current gain falls with decreasing temperature, usually to
a value of from 0.5 to 0.75 times the room temperature value at —55°C.

Summary of High-Voltage npn Device Parameters. A typical set of device parameters for
the device of Fig. 2.25 is shown in Fig. 2.30. This transistor geometry is typical of that used for
circuits that must operate at power supply voltages up to 40 V. For lower operating voltages,
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Typical Value, Typical Value,
5-Q-cm,17-pmepi  1-Q-cm,10-pm epi
Parameter 44-V Device 20-V Device
Br 200 200
Br 2 2
Va 130V M0V
n 2% 107 2.8 x 1074
Is 5 x 107PA 1.5x 1075 A
Ico 1071°A 10710 A
BVcro 50V 25V
BVcso 90V 50V
BVepo 7V 7V
TF 0.35ns 0.25 ns
TR 400 ns 200 ns
Bo 200 150
rp 200 Q2 200 Q2
r. (saturation) 200 @ 75 Q
Tex 2Q 2Q
Base-emitter junction Cieo 1 pF 1.3 pF
{ Yoo 0.7V 0.7V
ne 0.33 0.33
Base-collector junction Cuo 0.3 pF 0.6 pF
{ Yoe 055V 0.6V
ne 0.5 0.5
Collector-substrate junction Ce.0 3 pF 3pF
{ Yos 052V 0.58 V
ng 0.5 0.5

Figure 2.30 Typical parameters for high-voltage integrated npn transistors with 500 wm?
emitter area. The thick epi device is typical of those used in circuits operating at up to 44 V
power-supply voltage, while the thinner device can operate up to about 20 V. While the
geometry of the thin epi device is smaller, the collector-base capacitance is larger because of
the heavier epi doping. The emitter-base capacitance is higher because the base is shallower,
and the doping level in the base at the emitter-base junction is higher.

thinner epitaxial layers can be used, and smaller device geometries can be used as a result. Also
shown in Fig. 2.30 are typical parameters for a device made with 1-Q2-cm epi material, which
is 10 wm thick. Such a device is physically smaller and has a collector-emitter breakdown
voltage of about 25 V.

Advanced-Technology Oxide-Isolated npn Bipolar Transistors. The structure of an
advanced oxide-isolated, poly-emitter npn bipolar transistor is shown in plan view and cross
section in Fig. 2.31. Typical parameters for such a device are listed in Fig. 2.32. Note the
enormous reduction in device size, transit time, and parasitic capacitance compared to the
high-voltage, deep-diffused process. These very small devices achieve optimum performance
characteristics at relatively low bias currents. The value of B for such a device typically peaks
at a collector current of about 50 pA. For these advanced-technology transistors, the use of
ion implantation allows precise control of very shallow emitter (0.1 pm) and base (0.2 pm)
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Figure 2.31 Plan view and cross section of a typical advanced-technology bipolar transistor. Note the
much smaller dimensions compared with the high-voltage device.

regions. The resulting base width is of the order of 0.1 wm, and (1.99) predicts a base transit
time about 25 times smaller than the deep-diffused device of Fig. 2.17. This is observed in
practice, and the ion-implanted transistor has a peak fr of about 13 GHz.

2.5.2 Integrated-Circuit pnp Transistors

As mentioned previously, the integrated-circuit bipolar fabrication process is an outgrowth
of that used to build double-diffused epitaxial npn transistors, and the technology inherently
produces npn transistors of high performance. However, pnp transistors of comparable perfor-
mance are not easily produced in the same process, and the earliest analog integrated circuits
used no pnp transistors. The lack of a complementary device for use in biasing, level shifting,
and as load devices in amplifier stages proved to be a severe limitation on the performance
attainable in analog circuits, leading to the development of several pnp transistor structures
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Vertical npn Lateral pnp
Transistor with 2 pm? Transistor with 2 pm?
Parameter Emitter Area Emitter Area
Br 120 50
Br 2 3
V4 35V 30V
Is 6 x 107'8A 6 x 10718A
ICO 1 pA 1 pA
BVero 8V 14V
BVego 18V 18V
BViso 6V 18V
TF 10 ps 650 ps
TR 5ns 5ns
rp 400 Q 200
Te 100 20 Q
Fox 40 Q 10Q
Cieo 5fF 14 fF
Voo 0.8V 0.7V
e 0.4 0.5
Cuo 5fF 15 fF
Yoe 0.6V 0.6V
ne 0.33 0.33
Ces0 (Cis0) 20 fF 40 fF
Yos 0.6V 0.6V
g 0.33 0.4

Figure 2.32 Typical device parameters for bipolar transistors in a low-voltage, oxide-isolated,
ion-implanted process.

that are compatible with the standard IC fabrication process. Because these devices utilize the
lightly doped n-type epitaxial material as the base of the transistor, they are generally inferior
to the npn devices in frequency response and high-current behavior, but are useful nonetheless.
In this section, we will describe the lateral pnp and substrate pnp structures.

Lateral pnp Transistors. A typical lateral pnp transistor structure fabricated in a high-voltage
process is illustrated in Fig. 2.33a.!> The emitter and collector are formed with the same
diffusion that forms the base of the npn transistors. The collector is a p-type ring around
the emitter, and the base contact is made in the n-type epi material outside the collector ring.
The flow of minority carriers across the base is illustrated in Fig. 2.33b. Holes are injected from
the emitter, flow parallel to the surface across the n-type base region, and ideally are collected
by the p-type collector before reaching the base contact. Thus the transistor action is lateral
rather than vertical as in the case for npn transistors. The principal drawback of the structure is
the fact that the base region is more lightly doped than the collector. As a result, the collector-
base depletion layer extends almost entirely into the base. The base region must then be made
wide enough so that the depletion layer does not reach the emitter when the maximum collector-
emitter voltage is applied. In a typical analog IC process, the width of this depletion layer is
6 wm to 8 wm when the collector-emitter voltage is in the 40-V range. Thus the minimum base
width for such a device is about 8 wm, and the minimum base transit time can be estimated
from (1.99) as

Wi

= 2.20
D, (2.20)
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Figure 2.33 (a) Lateral pnp structure fabricated in a high-voltage process.
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Figure 2.33 (b) Minority-carrier flow in the lateral pnp transistor.
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Use of Wp =8 pm and D, = 10 cm?/s (for holes) in (2.20) gives
Tr= 32 ns

This corresponds to a peak fr of 5 MHz, which is a factor of 100 lower than a typical npn
transistor in the same process.

The current gain of lateral pnp transistors tends to be low for several reasons. First, minority
carriers (holes) in the base are injected downward from the emitter as well as laterally, and
some of them are collected by the substrate, which acts as the collector of a parasitic vertical
pnp transistor. The buried layer sets up a retarding field that tends to inhibit this process, but it
still produces a measurable degradation of Br. Second, the emitter of the pnp is not as heavily
doped as is the case for the npn devices, and thus the emitter injection efficiency given by
(1.51b) is not optimized for the pnp devices. Finally, the wide base of the lateral pnp results in
both a low emitter injection efficiency and also a low base transport factor as given by (1.51a).

Another drawback resulting from the use of a lightly doped base region is that the current
gain of the device falls very rapidly with increasing collector current due to high-level injection.
The minority-carrier distribution in the base of a lateral pnp transistor in the forward-active
region is shown in Fig. 2.34. The collector current per unit of cross-sectional area can be
obtained from (1.32) as

Pn(0)
J,=¢D 2.21
L T (2.21)
Inverting this relationship, we can calculate the minority-carrier density at the emitter edge of
the base as
J,Wp
pu(0) = =~ (2.22)
qD)

Aslong as this concentration is much less than the majority-carrier density in the base, low-level
injection conditions exist and the base minority-carrier lifetime remains constant. However,
when the minority-carrier density becomes comparable with the majority-carrier density, the
majority-carrier density must increase to maintain charge neutrality in the base. This causes a
decrease in B for two reasons. First, there is a decrease in the effective lifetime of minority
carriers in the base since there is an increased number of majority carriers with which recom-
bination can occur. Thus the base transport factor given by (1.51a) decreases. Second, the
increase in the majority-carrier density represents an effective increase in base doping density.
This causes a decrease in emitter injection efficiency given by (1.515). Both these mechanisms
are also present in npn transistors, but occur at much higher current levels due to the higher
doping density in the base of the npn transistor.

T Minority-carrier

concentration
p n 14
Emitter Base Collector
A
P (0)

7

Figure 2.34 Minority-carrier
distribution in the base of a lateral pnp
| transistor in the forward-active region.
Emitter-base/ |<— W —>| N Collection-base  This distribution is that observed
depletion layer depletion layer  through section x-x' in Fig. 2.33b.

Pu (%)
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The collector current at which these effects become significant can be calculated for a
lateral pnp transistor by equating the minority-carrier concentration given by (2.22) to the
equilibrium majority-carrier concentration. Thus

JpWp
qu

where (2.1) has been substituted for n,, and Np is the donor density in the pnp base (npn
collector). From (2.23), we can calculate the collector current for the onset of high-level
injection in a pnp transistor as

=n, >~ Np (223)

_ gANpD,
=

where A is the effective area of the emitter-base junction. Note that this current depends directly
on the base doping density in the transistor, and since this is quite low in a lateral pnp transistor,
the current density at which this fall-off begins is quite low.

Lateral pnp transistors are also widely used in shallow oxide-isolated bipolar IC technolo-
gies. The device structure used is essentially identical to that of Fig. 2.33, except that the device
area is orders of magnitude smaller and the junction isolation is replaced by oxide isolation.
Typical parameters for such a device are listed in Fig. 2.32. As in the case of npn transistors,
we see dramatic reductions in device transit time and parasitic capacitance compared to the
high-voltage, thick-epi process. The value of g for such a device typically peaks at a collector
current of about 50 nA.

Ic (2.24)

EXAMPLE

Calculate the collector current at which the current gain begins to fall for the pnp structure
of Fig. 2.33a. The effective cross-sectional area A of the emitter is the sidewall area of the
emitter, which is the p-type diffusion depth multiplied by the periphery of the emitter multiplied
by 7/2.

A = (3 pm)(30 pm + 30 pm + 30 wm + 30 wm) (g) — 565 pm? = 5.6 x 1076 cm?

The majority-carrier density is 10! atoms/cm? for an epi-layer resistivity of 5 -cm. In addi-
tion, we can assume Wp = 8 umand D, = 10 cm?/s. Substitution of this data in (2.24) gives

Ic =5.6x107°x 1.6 x 107" x 10" x 10 A=112pA

8 x 104

The typical lateral pnp structure of Fig. 2.33a shows a low-current beta of approximately 30
to 50, which begins to decrease at a collector current of a few tens of microamperes, and has
fallen to less than 10 at a collector current of 1 mA. A typical set of parameters for a structure
of this type is shown in Fig. 2.35. Note that in the lateral pnp transistor, the substrate junction
capacitance appears between the base and the substrate.

Substrate pnp Transistors. One reason for the poor high-current performance of the lateral
pnp is the relatively small effective cross-sectional area of the emitter, which results from
the lateral nature of the injection. A common application for a pnp transistor is in a Class-B
output stage where the device is called on to operate at collector currents in the 10-mA range.
A lateral pnp designed to do this would require a large amount of die area. In this application, a
different structure is usually used in which the substrate itself is used as the collector instead of
a diffused p-type region. Such a substrate pnp transistor in a high-voltage, thick-epi process is
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Typical Value, Typical Value,
5-Q-cm,17-pmepi  1-Q-cm, 10-pm epi
Parameter 44-V Device 20-V Device

Br 50 20

Br 4 2

Va 50V 50V

n 5x107* 5x107*

I 2 x 107BA 2 x 107PA

ICO IO_IOA 5 x 10_9A

BVcro 60V 30V

BVcpo 90V 50V

BVego 90V 50V

TF 30 ns 20 ns

TR 3000 ns 2000 ns

Bo 50 20

p 300 2 150 ©2

re 100 2 75 Q

Tex 10 Q2 10 @
Base-emitter Cieo 0.3 pF 0.6 pF
junction { Yoe 055V 0.6V

n, 0.5 0.5
Base-collector Cuo 1 pF 2 pF
junction { Yoe 055V 0.6V

ne 0.5 0.5
Base-substrate Chs0 3 pF 3.5pF
junction { Wos 052V 058V

ng 0.5 0.5

Figure 2.35 Typical parameters for lateral pnp transistors with 900 um? emitter area in a high-
voltage, thick-epi process.

shown in Fig. 2.36a. The p-type emitter diffusion for this particular substrate pnp geometry is
rectangular with a rectangular hole in the middle. In this hole an n™ region is formed with the
npn emitter diffusion to provide a contact for the n-type base. Because of the lightly doped base
material, the series base resistance can become quite large if the base contact is far removed
from the active base region. In this particular structure, the n base contact diffusion is actually
allowed to come in contact with the p-type emitter diffusion, in order to get the low-resistance
base contact diffusion as close as possible to the active base. The only drawback of this, in a
substrate pnp structure, is that the emitter-base breakdown voltage is reduced to approximately
7 V. If larger emitter-base breakdown is required, then the p-emitter diffusion must be separated
from the n* base contact diffusion by a distance of about 10 wm to 15 pm. Many variations
exist on the substrate pnp geometry shown in Fig. 2.36a. They can also be realized in thin-epi,
oxide-isolated processes.

The minority-carrier flow in the forward-active region is illustrated in Fig. 2.36b. The
principal advantage of this device is that the current flow is vertical and the effective cross-
sectional area of the emitter is much larger than in the case of the lateral pnp for the same overall
device size. The device is restricted to use in emitter-follower configurations, however, since
the collector is electrically identical with the substrate that must be tied to the most negative
circuit potential. Other than the better current-handling capability, the properties of substrate
pnp transistors are similar to those for lateral pnp transistors since the base width is similar
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in both cases. An important consideration in the design of substrate pnp structures is that the
collector current flows in the p-substrate region, which usually has relatively high resistivity.
Thus, unless care is taken to provide an adequate low-resistance path for the collector current,
a high series collector resistance can result. This resistance can degrade device performance
in two ways. First, large collector currents in the pnp can cause enough voltage drop in the
substrate region itself that other substrate-epitaxial layer junctions within the circuit can become
forward biased. This usually has a catastrophic effect on circuit performance. Second, the
effects of the collector-base junction capacitance on the pnp are multiplied by the Miller
effect resulting from the large series collector resistance, as described further in Chapter 7.
To minimize these effects, the collector contact is usually made by contacting the isolation
diffusion immediately adjacent to the substrate pnp itself with metallization. For high-current
devices, this isolation diffusion contact is made to surround the device to as great an extent as
possible.

The properties of a typical substrate pnp transistor in a high-voltage, thick-epi process
are summarized in Fig. 2.37. The dependence of current gain on collector current for a typical
npn, lateral pnp, and substrate pnp transistor in a high-voltage, thick-epi process are shown
in Fig. 2.38. The low-current reduction in 8, which is apparent for all three devices, is due to
recombination in the base-emitter depletion region, described in Section 1.3.5.

Typical Value, Typical Value,
5-Q-cm, 17-pum epi 1-Q-cm, 10-pwm epi
44-V Device 20-V Device
5100 um? 5100 pwm?
Parameter Emitter Area Emitter Area
Br 50 30
Br 4 2
Va 50V 30V
n 5% 107 9 x 10~
I 1074 A 1074 A
Ico 2 x 1071°A 2x 10710A
BVcEo 60V 30V
BVego M0V 50V
BVepo 7Vor90V 7Vor50V
TF 20 ns 14 ns
TR 2000 ns 1000 ns
Bo 50 30
7 150 @ 50 @
Te 50 @ 50 @
Tex 2Q 2Q
Base-emitter Cieo 0.5 pF 1 pF
junction { Yoe 055V 0.58V
1, 0.5 0.5
Base-collector Cuo 2 pF 3pF
junction { Yoe 052V 0.58V
n. 0.5 0.5

Figure 2.37 Typical device parameters for a substrate pnp with 5100 wm? emitter area in a high-

voltage, thick-epi process.
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2.6 Passive Components in Bipolar Integrated Circuits

In this section, we describe the structures available to the integrated-circuit designer for realiza-
tion of resistance and capacitance. Resistor structures include base-diffused, emitter-diffused,
ion-implanted, pinch, epitaxial, and pinched epitaxial resistors. Other resistor technologies,
such as thin-film resistors, are considered in Section 2.7.3. Capacitance structures include
MOS and junction capacitors. Inductors with values larger than a few nanohenries have not
proven to be feasible in monolithic technology. However, such small inductors are useful in
very high frequency integrated circuits.!*15-16

2.6.1 Diffused Resistors

In an earlier section of this chapter, the sheet resistance of a diffused layer was calculated.
Integrated-circuit resistors are generally fabricated using one of the diffused or ion-implanted
layers formed during the fabrication process, or in some cases a combination of two layers.
The layers available for use as resistors include the base, the emitter, the epitaxial layer, the
buried layer, the active-base region layer of a transistor, and the epitaxial layer pinched between
the base diffusion and the p-type substrate. The choice of layer generally depends on the value,
tolerance, and temperature coefficient of the resistor required.



116  Chapter 2 = Bipolar, MOS, and BiCMOS Integrated-Circuit Technology

Distance, epi
um
90
80— R R
70— | 1
oo 1 1F [ R
50 |
of | gt i
30| H //, | . iW o V/ | ' |
i ———a | |7
20— A A
10 S n
0— T T T
p-type Isolation
Resistor diffusion Resistor pocket
contact \ contact contact

n

n+

A p-tybe SLibst_raie - S ot

Figure 2.39 Base-diffused resistor structure.

Base and Emitter Diffused Resistors. The structure of a typical base-diffused resistor in a
high-voltage process is shown in Fig. 2.39. The resistor is formed from the p-type base diffusion
for the npn transistors and is situated in a separate isolation region. The epitaxial region into
which the resistor structure is diffused must be biased in such a way that the pn junction
between the resistor and the epi layer is always reverse biased. For this reason, a contact is
made to the n-type epi region as shown in Fig. 2.39, and it is connected either to that end of
the resistor that is most positive or to a potential that is more positive than either end of the
resistor. The junction between these two regions contributes a parasitic capacitance between
the resistor and the epi layer, and this capacitance is distributed along the length of the resistor.
For most applications, this parasitic capacitance can be adequately modeled by separating it
into two lumped portions and placing one lump at each end of the resistor as illustrated in

Fig. 2.40.
The resistance of the structure shown in Fig. 2.39 is given by (2.10) as
R= L R

where L is the resistor length and W is the width. The base sheet resistance R lies in the
range 100 to 200 2/, and thus resistances in the range 50 2 to 50 k2 are practical using
the base diffusion. The resistance contributed by the clubheads at each end of the resistor can
be significant, particularly for small values of L/W. The clubheads are required to allow space
for ohmic contact to be made at the ends of the resistor.
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Resistor R=Rg(L) Resistor
contact 0w contact
o AW °
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1 G G 1
V1 T 2 2 T V2
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Isolation
region Figure 2.40 Lumped model for the base-diffused
contact resistor.

Since minimization of die area is an important objective, the width of the resistor is kept
as small as possible, the minimum practical width being limited to about 1 wm by photolitho-
graphic considerations. Both the tolerance on the resistor value and the precision with which
two identical resistors can be matched can be improved by the use of wider geometries. How-
ever, for a given base sheet resistance and a given resistor value, the area occupied by the
resistor increases as the square of its width. This can be seen from (2.10) since the ratio L/W
is constant.

In shallow ion-implanted processes, the ion-implanted base can be used in the same way
to form a resistor.

EXAMPLE

Calculate the resistance and parasitic capacitance of the base-diffused resistor structure shown
in Fig. 2.39 for a base sheet resistance of 100 €2/, and an epi resistivity of 2.5 Q-cm. Neglect
end effects. The resistance is simply

100
R=1009/00( —*) = 1ka
10 pm

The capacitance is the total area of the resistor multiplied by the capacitance per unit area. The
area of the resistor body is

A = (10 pm)(100 pm) = 1000 pm?
The area of the clubheads is
A =2 (30 pm x 30 pm) = 1800 wm?
The total zero-bias capacitance is, from Fig. 2.29,
Cjo = (10~* pF/um?)(2800 wm?) = 0.28 pF

As a first-order approximation, this capacitance can be divided into two parts, one placed at
each end. Note that this capacitance will vary depending on the voltage at the clubhead with
respect to the epitaxial pocket.

Emitter-diffused resistors are fabricated using geometries similar to the base resistor, but
the emitter diffusion is used to form the actual resistor. Since the sheet resistance of this dif-
fusion is in the 2 to 10 /(] range, these resistors can be used to advantage where very low
resistance values are required. In fact, they are widely used simply to provide a crossun-
der beneath an aluminum metallization interconnection. The parasitic capacitance can be



118

Chapter 2 = Bipolar, MOS, and BiCMOS Integrated-Circuit Technology

epi/isolation pocket

epi/
isolation pocket

|
| |
J:%y_ ____________ vl ||
Dﬂ_ = - TT i}

== & I_I—_“:____A_

R RlR

n* diffusion Pinched Isolation
o) Resistor region Resistor pocket
2 contact contact contact
n
n+

o p-type substrate <Ll LS

Figure 2.41 Pinch resistor structure.

calculated in a way similar to that for the base diffusion. However, these resistors have differ-
ent temperature dependence from base-diffused resistors and the two types do not track with
temperature.

Base Pinch Resistors. A third layer available for use as a resistor is the layer that forms
the active base region in the npn transistor. This layer is pinched between the n* emitter
and the n-type collector regions, giving rise to the term pinch resistor. The layer can be
electrically isolated by reverse biasing the emitter-base and collector-base junctions, which is
usually accomplished by connecting the n-type regions to the most positive end of the resistor.
The structure of a typical pinch resistor is shown in Fig. 2.41; the n™ diffusion overlaps the
p-diffusion so that the nT region is electrically connected to the n-type epi region. The sheet
resistance is in the 5 k2/[J to 15 k2/[] range. As a result, this resistor allows the fabrication
of large values of resistance. Unfortunately, the sheet resistance undergoes the same process-
related variations as does the Q p of the transistor, which is approximately * 50 percent. Also,
because the material making up the resistor itself is relatively lightly doped, the resistance
displays a relatively large variation with temperature. Another significant drawback is that the
maximum voltage that can be applied across the resistor is limited to around 6 V because of the
breakdown voltage between the emitter-diffused top layer and the base diffusion. Nonetheless,
this type of resistor has found wide application where the large tolerance and low breakdown
voltage are not significant drawbacks.



2.6 Passive Components in Bipolar Integrated Circuits 119

2.6.2 Epitaxial and Epitaxial Pinch Resistors

The limitation of the pinch resistor to low operating voltages disallows its use in circuits where
a small bias current is to be derived directly from a power-supply voltage of more than about
7 V using a large-value resistor. The epitaxial layer itself has a sheet resistance much larger than
the base diffusion, and the epi layer is often used as a resistor for this application. For example,
the sheet resistance of a 17-pm thick, 5-2-cm epi layer can be calculated from (2.11) as

Ry = 2ot > St-em = 2.9kQ/0] (2.25)

T (17 wm) x (10~% cm/pm)

Large values of resistance can be realized in a small area using structures of the type shown
in Fig. 2.42. Again, because of the light doping in the resistor body, these resistors display a
rather large temperature coefficient. A still larger sheet resistance can be obtained by putting
a p-type base diffusion over the top of an epitaxial resistor, as shown in Fig. 2.42. The depth
of the p-type base and the thickness of the depletion region between the p-type base and the

R
epi resistor
(no top p*
diffusion)
R

R R
R ‘ R
Substrate

epi-FET with top plate
(two alternate symbols)

=
=

|
|
|
I

|

Optional p cap Resistor
contact

o

n

U pype'sibstrate S Ll L L

Figure 2.42 Epitaxial resistor structure. The p-cap diffusion is optional and forms an epitaxial pinch
resistor.
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Sheet p Absolute Matching
Resistor Type Q/C] Tolerance (%) Tolerance (%) Temperature Coefficient
Base diffused 100to 200 = 20 * 2(5 pm wide) (+1500 to +2000) ppm/°C
* 0.2(50 pm wide)
Emitter diffused 2to 10 + 20 +2 4600 ppm/°C
Ion implanted 100 to 1000 =3 * 1(5 pm wide) Controllable
* 0.1(50 pm wide) to = 100ppm/°C
Base pinch 2k to 10k * 50 + 10 42500 ppm/°C
Epitaxial 2k to 5k * 30 *5 43000 ppm/°C
Epitaxial pinch 4k to 10k * 50 *7 43000 ppm/°C
Thin film 0.1k to 2k +5t0o*+20 +02to*+2 (%= 10 to = 200) ppm/°C

Figure 2.43 Summary of resistor properties for different types of IC resistors.

n-type epi together reduce the thickness of the resistor, increasing its sheet resistance. Such a
structure actually behaves as a junction FET, in which the p-type gate is tied to the substrate.!”

The properties of the various diffused and pinch-resistor structures are summarized in
Fig. 2.43.

2.6.3 Integrated-Circuit Capacitors

Early analog integrated circuits were designed on the assumption that capacitors of usable
value were impractical to integrate on the chip because they would take too much area, and
external capacitors were used where required. Monolithic capacitors of value larger than a
few tens of picofarads are still expensive in terms of die area. As a result, design approaches
have evolved for monolithic circuits that allow small values of capacitance to be used to
perform functions that previously required large capacitance values. The compensation of
operational amplifiers is perhaps the best example of this result, and monolithic capacitors
are now widely used in all types of analog integrated circuits. These capacitors fall into two
categories. First, pn junctions under reverse bias inherently display depletion capacitance, and
in certain circumstances this capacitance can be effectively utilized. The drawbacks of junction
capacitance are that the junction must always be kept reverse biased, that the capacitance varies
with reverse voltage, and that the breakdown voltage is only about 7 V for the emitter-base
junction. For the collector-base junction, the breakdown voltage is higher, but the capacitance
per unit area is quite low.

By far the most commonly used monolithic capacitor in bipolar technology is the MOS
capacitor structure shown in Fig. 2.44. In the fabrication sequence, an additional mask step is
inserted to define a region over an emitter diffusion on which a thin layer of silicon dioxide
is grown. Aluminum metallization is then placed over this thin oxide, producing a capacitor
between the aluminum and the emitter diffusion, which has a capacitance of 0.3 fF/me2 to
0.5 fF/pum? and a breakdown voltage of 60 V to 100 V. This capacitor is extremely linear and
has a low temperature coefficient. A sizable parasitic capacitance Cjso is present between the
n-type bottom plate and the substrate because of the depletion capacitance of the epi-substrate
junction, but this parasitic is unimportant in many applications.
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2.6.4 Zener Diodes

As described in Chapter 1, the emitter-base junction of the npn transistor structure displays a
reverse breakdown voltage of between 6 V and 8 V, depending on processing details. When the
total supply voltage is more than this value, the reverse-biased, emitter-base junction is useful
as a voltage reference for the stabilization of bias reference circuits, and for such functions as
level shifting. The reverse bias I-V characteristic of a typical emitter-base junction is illustrated
in Fig. 2.45a.

An important aspect of the behavior of this device is the temperature sensitivity of the
breakdown voltage. The actual breakdown mechanism is dominated by quantum mechanical
tunneling through the depletion layer when the breakdown voltage is below about 6 V; it is
dominated by avalanche multiplication in the depletion layer at the larger breakdown voltages.
Because these two mechanisms have opposite temperature coefficients of breakdown voltage,
the actually observed breakdown voltage has a temperature coefficient that varies with the
value of breakdown voltage itself, as shown in Fig. 2.45b.
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2.6.5 Junction Diodes

Junction diodes can be formed by various connections of the npn and pnp transistor structures,
as illustrated in Fig. 2.46. When the diode is forward biased in the diode connections a, b,
and d of Fig. 2.46, the collector-base junction becomes forward biased as well. When this
occurs, the collector-base junction injects holes into the epi region that can be collected by
the reverse-biased, epi-isolation junction or by other devices in the same isolation region. A
similar phenomenon occurs when a transistor enters saturation. As a result, substrate currents
can flow that can cause voltage drops in the high-resistivity substrate material, and other epi-
isolation junctions within the circuit can become inadvertently forward biased. Thus the diode
connections of Fig. 2.46¢ are usually preferable since they keep the base-collector junction at
zero bias. These connections have the additional advantage of resulting in the smallest amount
of minority charge storage within the diode under forward-bias conditions.
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Figure 2.46 Diode connections for npn and pnp
transistors.
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2.7 Modifications to the Basic Bipolar Process

The basic high-voltage bipolar IC fabrication process described previously can be modified
by the addition of extra processing steps to produce special devices or characteristics.

2.7.1 Dielectric Isolation

We first consider a special isolation technique—dielectric isolation—that has been used in
digital and analog integrated circuits that must operate at very high speed and/or must operate
in the presence of large amounts of radiation. The objective of the isolation technique is to
electrically isolate the collectors of the devices from each other with a layer of silicon dioxide
rather than with a pn junction. This layer has much lower capacitance per unit area than a pn
junction, and as a result, the collector-substrate capacitance of the transistors is greatly reduced.
Also, the reverse photocurrent that occurs with junction-isolated devices under intense radiation
is eliminated.

The fabrication sequence used for dielectric isolation is illustrated in Figs. 2.47a—d. The
starting material is a wafer of n-type material of resistivity appropriate for the collector region
of the transistor. The first step is to etch grooves in the back side of the starting wafer, which
will become the isolation regions in the finished circuit. These grooves are about 20 p.m deep
for typical analog circuit processing. This step, called moat etch, can be accomplished with a
variety of techniques, including a preferential etch that allows precise definition of the depth of
the moats. Next, an oxide is grown on the surface and a thick layer of polycrystalline silicon is
deposited on the surface. This layer will be the mechanical support for the finished wafer and
thus must be on the order of 200 wm thick. Next, the starting wafer is etched or ground from the
top side until it is entirely removed except for the material left in the isolated islands between
the moats, as illustrated in Fig. 2.47¢. After the growth of an oxide, the wafer is ready for the
rest of the standard process sequence. Note that the isolation of each device is accomplished
by means of an oxide layer.
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Figure 2.47 Fabrication steps in dielectric isolation. (@) Moat etch on bottom of starting wafer.

(b) Deposit polycrystalline silicon support layer. (c) Grind off starting wafer and polish. (d) Carry out
standard process, starting with base mask.

2.7.2 Compatible Processing for High-Performance Active Devices

Many specialized circuit applications require a particular type of active device other than the
npn and pnp transistors that result from the standard process schedule. These include high-beta
(superbeta) npn transistors for low-input-current amplifiers, MOSFETSs for analog switching
and low-input-current amplifiers, and high-speed pnp transistors for fast analog circuits. The
fabrication of these devices generally requires the addition of one or more mask steps to the
basic fabrication process. We now describe these special structures.

Superbeta Transistors. One approach to decreasing the input bias current in amplifiers is to
increase the current gain of the input stage transistors.'® Since a decrease in the base width
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of a transistor improves both the base transport factor and the emitter efficiency (see Section
1.3.1), the current gain increases as the base width is made smaller. Thus the current gain
of the devices in the circuit can be increased by simply increasing the emitter diffusion time
and narrowing the base width in the resulting devices. However, any increase in the current
gain also causes a reduction in the breakdown voltage BV of the transistors. Section 1.3.4
shows that

BVcpo

7B

where BV po is the plane breakdown voltage of the collector-base junction. Thus for a given
epitaxial layer resistivity and corresponding collector-base breakdown voltage, an increase in
beta gives a decrease in BVcEgp. As a result, using such a process modification to increase
the beta of all the transistors in an operational amplifier is not possible because the modified
transistors could not withstand the required operating voltage.

The problem of the trade-off between current gain and breakdown voltage can be avoided
by fabricating two different types of devices on the same die. The standard device is similar
to conventional transistors in structure. By inserting a second diffusion, however, high-beta
devices also can be formed. A structure typical of such devices is shown in Fig. 2.48. These
devices may be made by utilizing the same base diffusion for both devices and using separate
emitter diffusions, or by using two different base diffusions and the same emitter diffusion.
Both techniques are used. If the superbeta devices are used only as the input transistors in an
operational amplifier, they are not required to have a breakdown voltage of more than about
1 V. Therefore, they can be diffused to extremely narrow base widths, giving current gain on
the order of 2000 to 5000. At these base widths, the actual breakdown mechanism is often
no longer collector multiplication at all but is due to the depletion layer of the collector-base
junction depleting the whole base region and reaching the emitter-base depletion layer. This
breakdown mechanism is called punchthrough. An application of these devices in op-amp
design is described in Section 6.9.2.

BVcpo = (2.26)

MOS Transistors. MOS transistors are useful in bipolar integrated-circuit design because they
provide high-performance analog switches and low-input-current amplifiers, and particularly
because complex digital logic can be realized in a small area using MOS technology. The
latter consideration is important since the partitioning of subsystems into analog and digital
chips becomes more and more cumbersome as the complexity of the individual chips becomes
greater.

Base width Base width
Wp=0.1 um-0.2 um Wg =0.5 um—1 um

O petype Substrate oL
Super—f transistor, Standard transistor,
B=2000-5000 B=200-500

Figure 2.48 Superbeta device structure.
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Figure 2.49 Compatible p-channel MOS transistor.

Metal-gate p-channel MOS transistors can be formed in a standard high-voltage bipolar
analog IC process with one extra mask step.'® If a capacitor mask is included in the original
sequence, then no extra mask steps are required. As illustrated in Fig. 2.49, the source and
drain are formed in the epi material using the base diffusion. The capacitor mask is used to
define the oxide region over the channel and the aluminum metallization forms the metal gate.

A major development in IC processing in recent years has been the combination on the
same chip of high-performance bipolar devices with CMOS devices in a BICMOS process.
This topic is considered in Section 2.11.

Double-Diffused pnp Transistors. The limited frequency response of the lateral pnp transistor
places a limitation on the high-frequency performance attainable with certain types of analog
circuits. While this problem can be circumvented by clever circuit design in many cases, the
resulting circuit is often quite complex and costly. An alternative approach is to use a more
complex process that produces a high-speed, double-diffused pnp transistor with properties
comparable to those of the npn transistor.2’ The process usually utilizes three additional mask
steps and diffusions: one to form a lightly doped p-type region, which will be the collector of
the pnp; one n-type diffusion to form the base of the pnp; and one p-type diffusion to form the
emitter of the pnp. A typical resulting structure is shown in Fig. 2.50. This process requires

Base n* contact diffusion, p well for pnp and third isolation, done after second
same as emitter diffusion epi. Predeposition is a boron implant
for npn

n* collector sink for npn, (phosphorous)
Base n~ region for pnp, done after second epi
predeposition is a

phosphorous implant Base and emitter of npn

g
\} / =

n

. ;;-t)./pé-substr.éte-';' A\ '.' N
Emitter p* diffusion for
pnp, also forms collector
p* contact

Buried layer for npn, done after
first epi (arsenic predeposition)

First isolation diffusion, done

Second epitaxial growth (n type) on starting wafer before first epi

pnp buried layer and second isolation, done

First epitaxial growth (n type)
after first epi. Predeposition is a boron implant

Figure 2.50 Compatible double-diffused pnp process.
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Figure 2.51 Typical thin-film resistor structure.
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Figure 2.52 Properties of monolithic thin-film resistors.

ten masking steps and two epitaxial growth steps. Oxide isolation and poly-emitter technology
have been incorporated into more advanced versions of this process.

2.7.3 High-Performance Passive Components

Diffused resistors have three drawbacks: They have high temperature coefficients, they have
poor tolerance, and they are junction-isolated. The latter means that a parasitic capacitance is
associated with each resistor, and exposure to radiation causes photocurrents to flow across the
isolating junction. These drawbacks can be overcome by the use of thin-film resistors deposited
on the top surface of the die over an insulating layer of oxide. After the resistor material itself is
deposited, the individual resistors are defined in a conventional way using a masking step. They
are then interconnected with the rest of the circuit using the standard aluminum interconnect
process. The most common materials for the resistors are nichrome and tantalum, and a typical
structure is shown in Fig. 2.51. The properties of the resulting resistors using these materials
are summarized in Fig. 2.52.

2.8 MOS Integrated-Circuit Fabrication

Fabrication technologies for MOS integrated circuits span a considerably wider spectrum of
complexity and performance than those for bipolar technology. CMOS technologies provide
two basic types of transistors: enhancement-mode n-channel transistors (which have positive
thresholds) and enhancement-mode p-channel transistors (which have negative thresholds).
The magnitudes of the threshold voltages of these transistors are typically set to be 0.6 V to
0.8 V so that the drain current resulting from subthreshold conduction with zero gate-source
voltage is very small. This property gives standard CMOS digital circuits high noise mar-
gins and essentially zero static power dissipation. However, such thresholds do not always
minimize the total power dissipation because significant dynamic power is dissipated by
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charging and discharging internal nodes during logical transitions, especially for high clock
rates and power-supply voltages.>! To reduce the minimum required supply voltage and the
total power dissipation for some applications, low-threshold, enhancement-mode devices or
depletion-mode devices are sometimes used instead of or along with the standard-threshold,
enhancement-mode devices. For the sake of illustration, we will consider an example pro-
cess that contains enhancement-mode n- and p-channel devices along with a depletion-mode
n-channel device.

CMOS technologies can utilize either a p-type or n-type substrate, with the complementary
device type formed in an implanted well of the opposite impurity type. We will take as an
example a process in which the starting material is p-type. The starting material is a silicon
wafer with a concentration in the range of 10'# to 10> atoms/cm?. In CMOS technology, the
first step is the formation of a well of opposite impurity-type material where the complementary
device will be formed. In this case, the well is n-type and is formed by a masking operation
and ion implantation of a donor species, typically phosphorus. Subsequent diffusion results in
the structure shown in Fig. 2.53. The surface concentration in the well following diffusion is
typically between 10'3 and 10'® atoms/cm?.

Next, a layer of silicon nitride is deposited and defined with a masking operation so that
nitride is left only in the areas that are to become active devices. After this masking operation,
additional ion implantations are carried out, which increase the surface concentrations in the
areas that are not covered by nitride, called the field regions. This often involves an extra mask-
ing operation so that the surface concentration in the well and that in the substrate areas can be
independently controlled by means of separate implants. This increase in surface concentration
in the field is necessary because the field regions themselves are MOS transistors with very
thick gate oxide. To properly isolate the active devices from one another, the field devices must
have a threshold voltage high enough that they never turn on. This can be accomplished by
increasing the surface concentration in the field regions. Following the field implants, a local
oxidation is performed, which results in the structure shown in Fig. 2.54.

/ SiO, (thin) / n-type well

: ' p-t'yp.e .su'bstr'at.e

Figure 2.53 Cross section of sample following implantation and diffusion of the n-type well. Sub-
sequent processing will result in formation of an n-channel device in the unimplanted p-type por-
tions of the substrate and a p-type transistor in the n-type well region.
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Figure 2.54 Cross section of the sample following field implant steps and field oxidation.
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Figure 2.55 Cross section of the sample following deposition and definition of the polysilicon gate
layer. Ion implantations have been performed in the thin-oxide regions to adjust the thresholds of the
devices.

After field-oxide growth, the nitride is removed from the active areas, and implantation
steps are carried out, which adjust the surface concentrations in what will become the chan-
nel of the MOS transistors. Equation 1.139, applied to the doping levels usually found in
the active-device areas, gives an n-channel threshold of within a few hundred millivolts of
zero, and p-channel threshold of about —2 V. To shift the magnitudes of the device threshold
voltages to 0.6 V to 0.8 V, an implantation step that changes the impurity concentration at
the surface in the channel regions of the two transistor types is usually included. This shift in
threshold can sometimes be accomplished by using a single sheet implant over the entire wafer,
which simultaneously shifts the thresholds of both types of devices. More typically, however,
two separate masked implants are used, one for each device type. Also, if a depletion-mode
n-channel device is included in the process, it is defined at this point by a masking operation
and subsequent implant to shift the threshold of the selected devices to a negative value so that
they are normally on.

Next, a layer of polysilicon is deposited, and the gates of the various devices are defined
with a masking operation. The resulting structure is shown in Fig. 2.55. Silicon-gate MOS
technology provides three materials that can be used for interconnection: polysilicon, diffusion,
and several layers of metal. Unless special provision is made in the process, connections
between polysilicon and diffusion layers require a metallization bridge, since the polysilicon
layer acts as a mask for the diffused layers. To provide a direct electrical connection between
polysilicon and diffusion layers, a buried contact can be included just prior to the polysilicon
deposition. This masking operation opens a window in the silicon dioxide under the polysilicon,
allowing it to touch the bare silicon surface when it is deposited, forming a direct polysilicon-
silicon contact. The depletion device shown in Fig. 2.55 has such a buried contact connecting
its source to its gate.

Next, a masking operation is performed such that photoresist covers the p-channel devices,
and the wafer is etched to remove the oxide from the source and drain areas of the n-channel
devices. Arsenic or phosphorus is then introduced into these areas, using either diffusion or
ion implantation. After a short oxidation, the process is repeated for the p-channel source and
drain areas, where boron is used. The resulting structure is shown in Fig. 2.56.

Atthis pointin the process, alayer of silicon dioxide is usually deposited on the wafer, using
chemical vapor deposition or some other similar technique. This layer is required to reduce the
parasitic capacitance of the interconnect metallization and cannot be thermally grown because
of the redistribution of the impurities within the device structures that would result during
the growth. Following the oxide deposition, the contact windows are formed with a masking
operation, and metallization is deposited and defined with a second masking operation. The
final structure is shown in Fig. 2.57. A microscope photograph of such a device is shown in
Fig. 2.58. Subsequent fabrication steps are as described in Section 2.3 for bipolar technology.
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Figure 2.56 Cross section of the sample following the source drain masking and diffusion operations.
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Figure 2.57 Cross section of the sample after final process step. The enhancement and depletion
n-channel devices are distinguished from each other by the fact that the depletion device has re-
ceived a channel implantation of donor impurities to lower its threshold voltage, usually to the

range of —1.5Vto -3 V.
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Figure 2.58 Photomicrograph of a silicon-gate
MOS transistor. Visible in this picture are the
polysilicon gate, field-oxide region boundary,
source and drain metallization, and contact
windows. In this particular device, the contact
windows have been broken into two smaller
rectangular openings rather than a single long
one as shown in Fig. 2.59. Large contact
windows are frequently implemented with an
array of small openings so that all individual
contact holes in the integrated circuit have the
same nominal geometry. This results in better
uniformity of the etch rate of the contact
windows and better matching.
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2.9 Active Devices in MOS Integrated Circuits

The process sequence described in the previous section results in a variety of device types
having different threshold voltages, channel mobilities, and parasitic capacitances. In addition,
the sequence allows the fabrication of a bipolar emitter follower, using the well as a base. In
this section, we explore the properties of these different types of devices.

2.9.1 n-Channel Transistors

A typical layout of an n-channel MOS transistor is shown in Fig. 2.59. The electrically active
portion of the device is the region under the gate; the remainder of the device area simply
provides electrical contact to the terminals. As in the case of integrated bipolar transistors,
these areas contribute additional parasitic capacitance and resistance.

In the case of MOS technology, the circuit designer has even greater flexibility than in
the bipolar case to tailor the properties of each device to the role it is to play in the individual
circuit application. Both the channel width (analogous to the emitter area in bipolar) and the
channel length can be defined by the designer. The latter is analogous to the base width of a
bipolar device, which is not under the control of the bipolar circuit designer since it is a process
parameter and not a mask parameter. In contrast to a bipolar transistor, the transconductance
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of an MOS device can be made to vary over a wide range at a fixed drain current by simply
changing the device geometry. The same is true of the gate-source voltage. In making these
design choices, the designer must be able to relate changes in device geometry to changes
in the electrical properties of the device. To illustrate this procedure, we will calculate the
model parameters of the device shown in Fig. 2.59. This device has a drawn channel length
of 6 pm and channel width of 50 pm. We will assume the process has the parameters that are
summarized in Table 2.1. This is typical of processes with minimum allowed gate lengths of
3 pm. Parameters for more advanced processes are given in Tables 2.2, 2.3, 2.4, 2.5, and 2.6.

Table 2.1 Summary of Process Parameters for a Typical Silicon-Gate n-Well CMOS Process with
3 pm Minimum Allowed Gate Length

Value Value
n-Channel p-Channel
Parameter Symbol Transistor Transistor Units
Substrate doping N4, Np 1 x 10" 1 x 10" Atoms/cm’
Gate oxide thickness tox 400 400 A
Metal-silicon work function P —-0.6 —0.1 \'%
Channel mobility s K 700 350 cm?/V-s
Minimum drawn channel length Lgrwn 3 3 pm
Source, drain junction depth X; 0.6 0.6 pm
Source, drain side diffusion Lq 0.3 0.3 pm
Overlap capacitance per unit Cy 0.35 0.35 fF/pm
gate width
Threshold adjust implant
(box dist)
impurity type P P
effective depth X; 0.3 0.3 pm
effective surface Nii 2 x 10'° 0.9 x 10' Atoms/cm’
concentration
Nominal threshold voltage Vi 0.7 —-0.7 v
Polysilicon gate doping Napoly 10% 10% Atoms/cm®
concentration
Poly gate sheet resistance R, 20 20 Q/
Source, drain-bulk junction Cio 0.08 0.20 fF/pm?
capacitances (zero bias)
Source, drain-bulk junction n 0.5 0.5
capacitance grading
coefficient
Source, drain periphery Ciswo 0.5 1.5 fF/pm
capacitance (zero bias)
Source, drain periphery n 0.5 0.5
capacitance grading
coefficient
Source, drain junction Yo 0.65 0.65 \'%
built-in potential
Surface-state density % 10" 10" Atoms/cm?
. ’ dX,
Channel-length modulation 0.2 0.1 pm/V
dVps

parameter
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Table 2.2 Summary of Process Parameters for a Typical Silicon-Gate n-Well CMOS Process with
1.5 pm Minimum Allowed Gate Length

Value Value
n-Channel p-Channel
Parameter Symbol Transistor Transistor Units
Substrate doping Na, Np 2 x 10 1.5 x 10'° Atoms/cm’
Gate oxide thickness tox 250 250 A
Metal-silicon work function Dis —-0.6 —0.1 \'%
Channel mobility Moy Iop 650 300 cm?/V-s
Minimum drawn channel length Lgrwn 1.5 1.5 pm
Source, drain junction depth X; 0.35 0.4 pwm
Source, drain side diffusion L, 0.2 0.3 wm
Overlap capacitance per unit gate Col 0.18 0.26 fF/pm
width
Threshold adjust implant
(box dist)
impurity type P P
effective depth X; 0.3 0.3 wm
effective surface Nii 2 x 10'° 0.9 x 10'° Atoms/cm’
concentration
Nominal threshold voltage Vi 0.7 —-0.7 v
Polysilicon gate doping Napoly 10%° 10%° Atoms/cm?
concentration
Poly gate sheet resistance Ry 20 20 Q]
Source, drain-bulk junction Cio 0.14 0.25 fF/pum?
capacitances (zero bias)
Source, drain-bulk junction n 0.5 0.5
capacitance grading
coefficient
Source, drain periphery Ciswo 0.8 1.8 fF/pm
capacitance (zero bias)
Source, drain periphery n 0.5 0.5
capacitance grading
coefficient
Source, drain junction built-in Yo 0.65 0.65 v
potential
Surface-state density % 10" 10" Atoms/cm?
. dX d
Channel-length modulation ’ Vs 0.12 0.06 pm/V

parameter

Threshold Voltage. In Chapter 1, an MOS transistor was shown to have a threshold volt-
age of
Vi = (pms + 2¢f + & - Oss

ox C()X

(2.27)

where ¢y, is the metal-silicon work function, ¢ 7 is the Fermi level in the bulk silicon, Qp
is the bulk depletion layer charge, C,, is the oxide capacitance per unit area, and Qg is the
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Table 2.3 Summary of Process Parameters for a Typical Silicon-Gate n-Well CMOS Process with
0.8pm Minimum Allowed Gate Length

Value Value
n-Channel p-Channel
Parameter Symbol Transistor Transistor Units
Substrate doping N4, Np 4 x 107 3 x 10'° Atoms/cm’
Gate oxide thickness fox 150 150 A
Metal-silicon work function P —0.6 —0.1 \'%
Channel mobility s p 550 250 cm?/V-s
Minimum drawn channel L grwn 0.8 0.8 wm
length
Source, drain junction depth X; 0.2 0.3 pm
Source, drain side diffusion L, 0.12 0.18 wm
Overlap capacitance per unit gate Cy 0.12 0.18 fF/pm
width
Threshold adjust implant
(box dist)
impurity type P P
effective depth X; 0.2 0.2 pm
effective surface Ny 3 x 10' 2 x 10' Atoms/cm®
concentration
Nominal threshold voltage Vi 0.7 -0.7 v
Polysilicon gate doping Napoly 10% 10% Atoms/cm’®
concentration
Poly gate sheet resistance R, 10 10 /0
Source, drain-bulk junction Cip 0.18 0.30 fF/pum?
capacitances (zero bias)
Source, drain-bulk junction n 0.5 0.5
capacitance grading
coefficient
Source, drain periphery Ciswo 1.0 2.2 fF/pm
capacitance (zero bias)
Source, drain periphery n 0.5 0.5
capacitance grading
coefficient
Source, drain junction built-in Yo 0.65 0.65 v
potential
Surface-state density % 10" 10" Atoms/cm?
. ‘ dXy
Channel-length modulation 0.08 0.04 pm/V

parameter

concentration of surface-state charge. An actual calculation of the threshold is illustrated in
the following example.

Often the threshold voltage must be deduced from measurements, and a useful approach
to doing this is to plot the square root of the drain current as a function of Vg, as shown in
Fig. 2.60. The threshold voltage can be determined as the extrapolation of the straight portion
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Table 2.4 Summary of Process Parameters for a Typical Silicon-Gate n-Well CMOS Process with
0.4 pm Minimum Allowed Gate Length

Value Value
n-Channel p-Channel
Parameter Symbol Transistor Transistor Units
Substrate doping Na, Np 5% 109 4 x 10" Atoms/cm®
Gate oxide thickness fox 80 80 A
Metal-silicon work function Gons —0.6 —0.1 \'%
Channel mobility s [p 450 150 cm?/V-s
Minimum drawn channel L grwn 0.4 0.4 wm
length
Source, drain junction depth X; 0.15 0.18 pm
Source, drain side diffusion L, 0.09 0.09 wm
Overlap capacitance per unit gate Cy 0.35 0.35 fF/pm
width
Threshold adjust implant
(box dist)
impurity type P P
effective depth Xi 0.16 0.16 wm
effective surface Ny 4 % 10'° 3 x 10'° Atoms/cm’®
concentration
Nominal threshold voltage Vi 0.6 —0.8 \'%
Polysilicon gate doping Napoly 10%° 10% Atoms/cm®
concentration
Poly gate sheet resistance R 5 5 Q/O
Source, drain-bulk junction o 0.2 0.4 fF/pum?
capacitances (zero bias)
Source, drain-bulk junction n 0.5 0.4
capacitance grading
coefficient
Source, drain periphery Ciswo 1.2 24 fF/pm
capacitance (zero bias)
Source, drain periphery n 0.4 0.3
capacitance grading
coefficient
Source, drain junction built-in Yo 0.7 0.7 v
potential
Surface-state density % 10" 10" Atoms/cm?
. dX,
Channel-length modulation ‘ Vs 0.02 0.04 pm/V

parameter

of the curve to zero current. The slope of the curve also yields a direct measure of the quantity
nCox W/ Legr for the device at the particular drain-source voltage at which the measurement is
made. The measured curve deviates from a straight line at low currents because of subthreshold
conduction and at high currents because of mobility degradation in the channel as the carriers
approach scattering-limited velocity.
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Table 2.5 Summary of Process Parameters for a Typical CMOS Process with 0.2 wum Minimum Allowed

Gate Length
Value Value
n-Channel p-Channel
Parameter Symbol Transistor Transistor Units
Substrate doping N4, Np 8 x 10'° 8 x 10'° Atoms/cm’
Gate oxide thickness tox 42 42 Angstroms
Metal-silicon work function D —0.6 —0.1 \'%
Channel mobility Mons Wp 300 80 cm?/V-s
Minimum drawn channel length Lgrwn 0.2 0.2 wm
Source, drain junction depth X; 0.16 0.16 pm
Source, drain side diffusion L, 0.01 0.015 pm
Overlap capacitance per unit gate Co 0.36 0.33 fF/pm
width
Threshold adjust implant
(box dist.)
impurity type P P
effective depth X; 0.12 0.12 pm
effective surface Ny; 2 x 107 2 x 107 Atoms/cm®
concentration
Nominal threshold voltage \A 0.5 —0.45 \'%
Polysilicon gate doping Napoly 10% 10% Atoms/cm®
concentration
Poly gate sheet resistance R 7 7 Q/0
Source, drain-bulk junction Cjp 1.0 1.1 fF/um?
capacitances (zero bias)
Source, drain-bulk junction n 0.36 0.45
capacitance grading coefficient
Source, drain periphery Ciswo 0.2 0.25 fF/pm
capacitance (zero bias)
Source, drain periphery n 0.2 0.24
capacitance grading coefficient
Source, drain junction built-in Yo 0.68 0.74 v
potential
Surface-state density % 10" 10" Atoms/cm?
. ‘ dXy ’
Channel-length modulation 0.028 0.023 pm/V
parameter
Vip
‘ High-field
carrier mobility
falloff
Subthreshold
conduction Ves Figure 2.60 Typical
experimental variation of drain
Extrapolated current as a function of the
/ threshold square root of gate-source

= Vos voltage in the active region.
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Table 2.6 Summary of Process Parameters for a Typical CMOS Process with 0.1 wm Minimum Allowed
Gate Length

Value Value
n-Channel p-Channel
Parameter Symbol Transistor Transistor Units
Substrate doping N4, Np 1 x 107 1 x 10" Atoms/cm’
Gate oxide thickness tox 25 25 Angstroms
Gate leakage current density Jo 1.2 0.4 nA/pm?
Metal-silicon work function G —0.6 —0.1 \"
Channel mobility s p 390 100 cm?/V-s
Minimum drawn channel length L grwn 0.1 0.1 wm
Source, drain junction depth X; 0.15 0.16 pm
Source, drain side diffusion L, 0.005 0.005 pm
Overlap capacitance per unit gate Cy 0.10 0.07 fF/pm
width
Threshold adjust implant (box dist.)
impurity type P P
effective depth X; 0.1 0.1 wm
effective surface concentration Nii 5 x 10" 5 x 10" Atoms/cm’
Nominal threshold voltage \A 0.27 —0.28 \'%
Polysilicon gate doping Napoly 10% 10% Atoms/cm’
concentration
Poly gate sheet resistance R 10 10 Q/O
Source, drain-bulk junction Cjo 1.0 1.1 fF/pum?
capacitances (zero bias)
Source, drain-bulk junction n 0.25 0.35
capacitance grading coefficient
Source, drain periphery capacitance Ciswo 0.05 0.06 fF/pm
(zero bias)
Source, drain periphery capacitance n 0.05 0.05
grading coefficient
Source, drain junction built-in Yo 0.6 0.65 v
potential
Surface-state density % 10" 10" Atoms/cm?
. dX d
Channel-length modulation 0.06 0.05 pm/V
dVps
parameter
EXAMPLE

Calculate the zero-bias threshold voltage of the unimplanted and implanted NMOS transistors
for the process given in Table 2.1.

Each of the four components in the threshold voltage expression (2.27) must be calculated.
The first term is the metal-silicon work function. For an n-channel transistor with an n-type
polysilicon gate electrode, this has a value equal to the difference in the Fermi potentials in
the two regions, or approximately —0.6 V.

The second term in the threshold voltage equation represents the band bending in the
semiconductor that is required to strongly invert the surface. To produce a surface concentration
of electrons that is approximately equal to the bulk concentration of holes, the surface potential
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must be increased by approximately twice the bulk Fermi potential. The Fermi potential in the

bulk is given by
or= k—Tln (NA> (2.28)
q n

For the unimplanted transistor with the substrate doping given in Table 2.1, this value is
0.27 V. Thus the second term in (2.27) takes on a value of 0.54 V. The value of this term will
be the same for the implanted transistor since we are defining the threshold voltage as the
voltage that causes the surface concentration of electrons to be the same as that of holes in the
bulk material beneath the channel implant. Thus the potential difference between the surface
and the bulk silicon beneath the channel implant region that is required to bring this condition
about is still given by (2.30), independent of the details of the channel implant.

The third term in (2.27) is related to the charge in the depletion layer under the channel. We
first consider the unimplanted device. Using (1.137), with a value of N4 of 10" atoms/cm?,

0b0 = \/2qNA2¢ s = \/2 (1.6 x 10~19)(1015)(11.6 x 8.86 x 10~14)(0.54)
= 1.34 x 1078 C/cm? (2.29)

Also, the capacitance per unit area of the 400-A gate oxide is

€oxr 3.9 x8.86x 10714 F/cm 86 10-° F _oge T 2.30)
— = = 8.0 X —F = U. -5 .
fox 400 x 108 cm cm? wm?

The resulting magnitude of the third term is 0.16 V.

The fourth term in (2.27) is the threshold shift due to the surface-state charge. This positive
charge has a value equal to the charge of one electron multiplied by the density of surface states,
10'! atoms/cm?, from Table 2.1. The value of the surface-state charge term is then

Cox =

Qs 1.6 x 10719 x 10!

—_— = =0.19V 2.31
Cox 8.6 x 10-8 2.3

Using these calculations, the threshold voltage for the unimplanted transistor is
Vi=—-0.6V+054V+0.16V—-0.19V =-0.09V (2.32)

For the implanted transistor, the calculation of the threshold voltage is complicated by the
fact that the depletion layer under the channel spans a region of nonuniform doping. A precise
calculation of device threshold voltage would require consideration of this nonuniform profile.
The threshold voltage can be approximated, however, by considering the implanted layer to
be approximated by a box distribution of impurities with a depth X; and a specified impurity
concentration N;. If the impurity profile resulting from the threshold-adjustment implant and
subsequent process steps is sufficiently deep so that the channel-substrate depletion layer lies
entirely within it, then the effect of the implant is simply to raise the effective substrate doping.
For the implant specified in Table 2.1, the average doping in the layer is the sum of the implant
doping and the background concentration, or 2.1 x 10'¢ atoms/cm?. This increases the Q0
term in the threshold voltage to 0.71 V and gives device threshold voltage of 0.47 V. The
validity of the assumption regarding the boundary of the channel-substrate depletion layer can
be checked by using Fig. 2.29. For a doping level of 2.1 x 10'¢ atoms/cm?, a one-sided step
junction displays a depletion region width of approximately 0.2 wm. Since the depth of the
layer is 0.3 pwm in this case, the assumption is valid.

Alternatively, if the implantation and subsequent diffusion had resulted in a layer that was
very shallow, and was contained entirely within the depletion layer, the effect of the implanted
layer would be simply to increase the effective value of Qs by an amount equal to the effective
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implant dose over and above that of the unimplanted transistor. The total active impurity dose
for the implant given in Table 2.1 is the product of the depth and the impurity concentration,
or 6 x 101 atoms/cm?. For this case, the increase in threshold voltage would have been
1.11'V, giving a threshold voltage of 1.02 V.

Body-Effect Parameter. For an unimplanted, uniform-channel transistor, the body-effect
parameter is given by (1.141).

v

= \/2qENA (233)
C()X

The application of this expression is illustrated in the following example.

EXAMPLE

Calculate the body-effect parameter for the unimplanted n-channel transistor in Table 2.1.
Utilizing in (2.33) the parameters given in Table 2.1, we obtain

\/2 (1.6 x 10719)(11.6 x 8.86 x 10~14)(1015)
y =

8.6 x 108 =0.21V!? (2.34)

The calculation of body effect in an implanted transistor is complicated by the fact that
the channel is not uniformly doped and the preceding simple expression does not apply. The
threshold voltage as a function of body bias voltage can be approximated again by considering
the implanted layer to be approximated by a box distribution of impurity of depth X; and
concentration N;. For small values of body bias where the channel-substrate depletion layer
resides entirely within the implanted layer, the body effect is that corresponding to a transistor
with channel doping (N; + N4). For larger values of body bias for which the depletion layer
extends into the substrate beyond the implanted distribution, the incremental body effect cor-
responds to a transistor with substrate doping N4. A typical variation of threshold voltage as
a function of substrate bias for this type of device is illustrated in Fig. 2.61.
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0 | | |
— 1 2 3 4

05 1/2(1)f+ Vg

Figure 2.61 Typical variation of threshold voltage as a function of substrate bias for n-channel devices
with uniform channel doping (no channel implant) and with nonuniform channel doping resulting from
threshold adjustment channel implant.
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Effective Channel Length. The gate dimension parallel to current flow that is actually drawn
on the mask is called the drawn channel length Lgywy. This is the length referred to on cir-
cuit schematics. Because of exposure variations and other effects, the physical length of the
polysilicon strip defining the gate may be somewhat larger or smaller than this value. The
actual channel length of the device is the physical length of the polysilicon gate electrode
minus the side or lateral diffusions of the source and the drain under the gate. This length
will be termed the metallurgical channel length and is the distance between the metallurgical
source and drain junctions. Assuming that the lateral diffusion of the source and drain are each
equal to L4, the metallurgical channel length is L = (Lgrwn — 2L4g)-

When the transistor is biased in the active or saturation region, a depletion region exists
between the drain region and the end of the channel. In Chapter 1, the width of this region was
defined as X 4. Thus for a transistor operating in the active region, the actual effective channel
length Legr is given by

Left = Larwn — 2Lg — Xy (2.35)

A precise determination of X, is complicated by the fact that the field distribution in the
drain region is two-dimensional and quite complex. The drain depletion width X, can be
approximated by assuming that the electric field in the drain region is one-dimensional and that
the depletion width is that of a one-sided step junction with an applied voltage of Vps — V,y,
where V,, = Vgs — V; is the potential at the drain end of the channel with respect to the
source. This assumption is used in the following example.

As shown in Chapter 1, the small-signal output resistance of the transistor is inversely
proportional to the effective channel length. Because the performance of analog circuits often
depends strongly on the transistor small-signal output resistance, analog circuits often use
channel lengths that are longer than the minimum channel length for digital circuits. This
statement is particularly true for unimplanted transistors.

[ ] EXAMPLE

Estimate the effective channel length for the unimplanted and implanted transistors for the
process shown in Table 2.1 and the device geometry shown in Fig. 2.59. Assume the device is
biased at a drain-source voltage of 5 V and a drain current of 10 pA. Calculate the transcon-
ductance and the output resistance. For the calculation of X4, assume that the depletion region
between the drain and the end of the channel behaves like a step junction. At the given drain bias
voltage, assume that the values of dX ;/dVps have been deduced from other measurements to
be 0.1 pm/V for the unimplanted device and 0.02 pm/V for the implanted device.
The metallurgical channel length is given by

L =Lawn —2Lg =6 pm — (2 x 0.3 um) = 5.4 pm (2.36)

The effective channel length is this length minus the width of the depletion region at the
drain X,. In the active region, the voltage at the drain end of the channel is approximately
(Vgs — Vi). From (1.166),

2Ip

Vas — Vi = | —2 =
' mnCoxW/L

Vov (2.37)
If we ignore X, at first and assume that L ~ L.¢, we obtain a V,, of 0.16 V using the
data from Table 2.1. Thus the voltage across the drain depletion region is approximately
4.84 V. To estimate the depletion-region width, assume it is a one-sided step junction that
mainly exists in the lightly doped side. Since the channel and the drain are both n-type regions,
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the built-in potential of the junction is near zero. The width of the depletion layer can be
calculated using (1.14) or the nomograph in Fig. 2.29. Using (1.14), and assuming Np > Ny,

2 —
X, = € (Vps Vov) (2.38)
qNa

For the unimplanted device, this equation gives a depletion width of 2.4 pwm. For the implanted
device, the result is 0.5 wm, assuming an effective constant channel doping of 2.1 x 10'6
atoms/cm?. Thus the effective channel lengths of the two devices would be approximately
3.0 pm and 4.9 wm, respectively.

From (1.180), the device transconductance is given by

gm = \/21n Cox(W/L)Ip (2.39)

Assuming that u,, = 700 cm?/V-s, we find

&m = \/2 (700)(8.6 x 1078)(50/3.0)(10 x 1076) = 141 pnA/V (2.40)

for the unimplanted transistor and

&m = \/2 (700)(8.6 x 1078)(50/4.9)(10 x 1076) = 111 pA/V (2.41)

for the implanted transistor.
The output resistance can be calculated by using (1.163) and (1.194). For the unimplanted
device,

L dXg \ ! 3.0 1
ry = <t ) - nm —3.0MQ (2.42)
Ip \dVps 10 wA / 0.1 pm/V
For the implanted device,
4.9 1
ry = R =25 MQ (2.43)
10 pA ) 0.02 pm/V

Because the depletion region for unimplanted devices is much wider than for implanted devices,
the channel length of unimplanted devices must be made longer than for implanted devices to
achieve comparable punchthrough voltages and small-signal output resistances under identical
bias conditions.

Effective Channel Width. The effective channel width of an MOS transistor is determined by
the gate dimension parallel to the surface and perpendicular to the channel length over which
the gate oxide is thin. Thick field oxide regions are grown at the edges of each transistor by
using the local-oxidation process described in Sections 2.2.7 and 2.8. Before the field oxide is
grown, nitride is deposited and patterned so that it remains only in areas that should become
transistors. Therefore, the width of a nitride region corresponds to the the drawn width of a
transistor. To minimize the width variation, the field oxide should grow only vertically; that is,
the oxide thickness should increase only in regions where nitride does not cover the oxide. In
practice, however, some lateral growth of oxide also occurs near the edges of the nitride during
field-oxide growth. As a result, the edges of the field oxide are not vertical, as shown in Figures
2.9 and 2.54. This lateral growth of the oxide reduces the effective width of MOS transistors
compared to their drawn widths. It is commonly referred to as the bird’s beak because the
gradually decreasing oxide thickness in the cross sections of Figures 2.9 and 2.54 resembles
the corresponding portion of the profile of a bird.
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As a result, both the effective lengths and the effective widths of transistors differ from
the corresponding drawn dimensions. In analog design, the change in the effective length is
usually much more important than the change in the effective width because transistors usually
have drawn lengths much less than their drawn widths. As a result, the difference between the
drawn and effective width is often ignored. However, this difference is sometimes important,
especially when the matching between two ratioed transistors limits the accuracy of a given
circuit. This topic is considered in Section 4.2.

Intrinsic Gate-Source Capacitance. As described in Chapter 1, the intrinsic gate-source
capacitance of the transistor in the active region of operation is given by

2
Cos = §WLefngX (2.44)

The calculation of this parameter is illustrated in the next example.

Overlap Capacitance. Assuming that the source and drain regions each diffuse under the
gate by L, after implantation, the gate-source and gate-drain overlap capacitances are given by

Cor = WL4Cyx (2.45)

This parasitic capacitance adds directly to the intrinsic gate-source capacitance. It constitutes
the entire drain-gate capacitance in the active region of operation.

Junction Capacitances. Source-substrate and drain-substrate capacitances result from the
junction-depletion capacitance between the source and drain diffusions and the substrate. A
complicating factor in calculating these capacitances is the fact that the substrate doping around
the source and drain regions is not constant. In the region of the periphery of the source and
drain diffusions that border on the field regions, a relatively high surface concentration exists
on the field side of the junction because of the field threshold adjustment implant. Although
approximate calculations can be carried out, the zero-bias value and grading parameter of
the periphery capacitance are often characterized experimentally by using test structures. The
bulk-junction capacitance can be calculated directly by using (1.21) or can be read from the
nomograph in Fig. 2.29.

An additional capacitance that must be accounted for is the depletion capacitance between
the channel and the substrate under the gate, which we will term C.. Calculation of this
capacitance is complicated by the fact that the channel-substrate voltage is not constant but
varies along the channel. Also, the allocation of this capacitance to the source and drain varies
with operating conditions in the same way as the allocation of C. Areasonable approach is to
develop an approximate total value for this junction capacitance under the gate and allocate it to
source and drain in the same ratio as the gate capacitance is allocated. For example, in the active
region, a capacitance of two-thirds of C.; would appear in parallel with the source-substrate
capacitance and none would appear in parallel with the drain-substrate capacitance.

[ ] EXAMPLE

Calculate the capacitances of an implanted device with the geometry shown in Fig. 2.59. Use
the process parameters given in Table 2.1 and assume a drain-source voltage of 5 V, drain
current of 10 A, and no substrate bias voltage. Neglect the capacitance between the channel
and the substrate. Assume that X is negligibly small.
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From (2.44), the intrinsic gate-source capacitance is

2 2
Cys = §WLeffC0x = <3) 50 wm x 5.4 wm x 0.86 fF/pm? = 155 fF (2.46)
From (2.45), the overlap capacitance is given by
Cor = WL4Cpy = 50 pm x 0.3 pm x 0.86 fF/um? = 12.9 fF (2.47)

Thus the total gate-source capacitance is (Cgs + Cop) or 168 fF. The gate-drain capacitance is
equal to the overlap capacitance, or 12.9 fF.

The source- and drain-to-substrate capacitances consist of two portions. The periphery or
sidewall part C jq,, is associated with that portion of the edge of the diffusion area thatis adjacent
to the field region. The second portion C; is the depletion capacitance between the diffused
junction and the bulk silicon under the source and drain. For the bias conditions given, the
source-substrate junction operates with zero bias and the drain-substrate junction has a reverse
bias of 5 V. Using Table 2.1, the periphery portion for the source-substrate capacitance is

Cjsw(source) = (50 pm + 9 pm + 9 um)(0.5 fF/pum) = 34 fF (2.48)

Here, the perimeter is set equal to W 4 2L because that is the distance on the surface of the
silicon around the part of the source and drain regions that border on field-oxide regions. Since
the substrate doping is high along this perimeter to increase the magnitude of the threshold
voltage in the field regions, the sidewall capacitance here is dominant. The bulk capacitance
is simply the source-diffusion area multiplied by the capacitance per unit area from Table 2.1.

Cj(source) = (50 pm)(9 pm)(0.08 fF/um?) = 36 fF (2.49)
The total capacitance from source to bulk is the sum of these two, or
Csp =70 fF (2.50)

For the geometry given for this example, the transistor is symmetrical, and the source
and drain areas and peripheries are the same. From Table 2.1, both the bulk and periphery
capacitances have a grading coefficient of 0.5. As a result, the drain-bulk capacitance is the
same as the source-bulk capacitance modified to account for the 5 V reverse bias on the junction.
Assuming ¥ = 0.65V,

_ (10fF)  (T0fF)
T JT+ Vps/vo  JT+5/0.65

As the minimum channel length decreases, second-order effects cause the operation of
short-channel MOS transistors to deviate significantly from the simple square-law models
in Chapters 1 and 2.2 Equations that include these second-order effects are complicated
and make hand calculations difficult. Therefore, simple models and equations that ignore
these effects are often used as a design aid and to develop intuition. SPICE simulations
with highly accurate device models are used to verify circuit peformance and to refine a
design.

For processes with minimum allowed channel length less than 0.2pum, the gate-oxide
thickness can fall below 30 Angstroms (for example, see Table 2.6). With such thin gate oxide,
enough carriers in the channel can tunnel through the gate oxide and create nonzero dc gate
current that is sometimes important. 23 This current is referred to as gate-leakage current and is a
complicated function of the operating point and oxide thickness.>*? The gate-leakage current
I is the product of the gate-leakage-current density Js and the gate area. SPICE models
are available that include gate-leakage current and accurately predict short-channel-device
operation.?6%7

Cap 24 fF (2.51)
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2.9.2 p-Channel Transistors

The p-channel transistor in most CMOS technologies displays dc and ac properties that are
comparable to the n-channel transistor. One difference is that the transconductance parameter
k' of a p-channel device is about one-half to one-third that of an n-channel device because holes
have correspondingly lower mobility than electrons. As shown in (1.209), this difference in
mobility also reduces the f7 of p-channel devices by the same factor. Another difference is that
for a CMOS technology with a p-type substrate and n-type wells, the substrate terminal of the
p-channel transistors can be electrically isolated since the devices are made in an implanted
well. Good use can be made of this fact in analog circuits to alleviate the impact of the
high body effect in these devices. For a CMOS process made on an n-type substrate with
p-type wells, the p-channel devices are made in the substrate material, which is connected
to the highest power-supply voltage, but the n-channel devices can have electrically isolated
substrate terminals.

The calculation of device parameters for p-channel devices proceeds exactly as for n-
channel devices. An important difference is the fact that for the p-channel transistors the
threshold voltage that results if no threshold adjustment implant is used is relatively high,
usually in the range of 1 to 3 V. This occurs because the polarities of the Qg term and the
work-function term are such that they tend to increase the p-channel threshold voltages while
decreasing the n-channel threshold voltages. Thus the p-type threshold adjustment implant is
used to reduce the surface concentration by partially compensating the doping of the n-type
well or substrate. Thus in contrast to the n-channel device, the p-channel transistor has an
effective surface concentration in the channel that is lower than the bulk concentration, and as
a result, often displays a smaller incremental body effect for low values of substrate bias and
a larger incremental body effect for larger values of substrate bias.

2.9.3 Depletion Devices

The properties of depletion devices are similar to those of the enhancement device already con-
sidered, except that an implant has been added in the channel to make the threshold negative
(for an n-channel device). In most respects a depletion device closely resembles an enhance-
ment device with a voltage source in series with the gate lead of value (V;p — V;g), where V;p
is the threshold voltage of the depletion-mode transistor and V;g is the threshold voltage of
the enhancement-mode transistor. Depletion transistors are most frequently used with the gate
tied to the source. Because the device is on with Vgg = 0, if it operates in the active region, it
operates like a current source with a drain current of
_ /’Ln CO.X W

Ipss = Iplygs=0 = — IVED (2.52)

An important aspect of depletion-device performance is the variation of Ipgg with process
variations. These variations stem primarily from the fact that the threshold voltage varies
substantially from its nominal value due to processing variations. Since the transistor /pgss
varies as the square of the threshold voltage, large variations in /pgs due to process variations
often occur. Tolerances of =40 percent or more from nominal due to process variations are
common. Because Ipgs determines circuit bias current and power dissipation, the magnitude
of this variation is an important factor. Another important aspect of the behavior of depletion
devices stems from the body effect. Because the threshold voltage varies with body bias, a
depletion device with Vgs = 0 and v, # 0 displays a finite conductance in the active region
even if the effect of channel-length modulation is ignored. In turn, this finite conductance
has a strong effect on the performance of analog circuits that use depletion devices as load
elements.
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2.9.4 Bipolar Transistors

Standard CMOS technologies include process steps that can be used to form a bipolar transistor
whose collector is tied to the substrate. The substrate, in turn, is tied to one of the power
supplies. Fig. 2.62a shows a cross section of such a device. The well region forms the base
of the transistor, and the source/drain diffusion of the device in the well forms the emitter.
Since the current flow through the base is perpendicular to the surface of the silicon, the device
is a vertical bipolar transistor. It is a pnp transistor in processes that utilize p-type substrates
as in Fig. 2.62a and an npn transistor in processes that use an n-type substrate. The device
is particularly useful in band-gap references, described in Chapter 4, and in output stages,
considered in Chapter 5. The performance of the device is a strong function of well depth and
doping but is generally similar to the substrate pnp transistor in bipolar technology, described
in Section 2.5.2.

The main limitation of such a vertical bipolar transistor is that its collector is the substrate
and is connected to a power supply to keep the substrate p-n junctions reverse biased. Standard
CMOS processes also provide another bipolar transistor for which the collector need not be
connected to a power supply.”® Figure 2.62b shows a cross section of such a device. As in
the vertical transistor, the well region forms the base and a source/drain diffusion forms the
emitter. In this case, however, another source/drain diffusion forms the collector C;. Since the
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current flow through the base is parallel to the surface of the silicon, this device is a lateral
bipolar transistor. Again, it is a pnp transistor in processes that utilize n-type wells and an npn
transistor in processes that use p-type wells. The emitter and collector of this lateral device
correspond to the source and drain of an MOS transistor. Since the goal here is to build a
bipolar transistor, the MOS transistor is deliberately biased to operate in the cutoff region. In
Fig. 2.62b, for example, the gate of the p-channel transistor must be connected to a voltage
sufficient to bias it in the cutoff region. A key point here is that the base width of the lateral
bipolar device corresponds to the channel length of the MOS device.

One limitation of this structure is that when a lateral bipolar transistor is intentionally
formed, a vertical bipolar transistor is also formed. In Fig. 2.62b, the emitter and base connec-
tions of the vertical transistor are the same as for the lateral transistor, but the collector is the
substrate, which is connected to the lowest supply voltage. When the emitter injects minority
carriers into the base, some flow parallel to the surface and are collected by the collector of
the lateral transistor C1. However, others flow perpendicular to the surface and are collected
by the substrate C;. Figure 2.62¢ models this behavior by showing a transistor symbol with
one emitter and one base but two collectors. The current I is the collector current of the
lateral transistor, and I3 is the collector current of the vertical transistor. Although the base
current is small because little recombination and reverse injection occur, the undesired cur-
rent I¢> is comparable to the desired current /1. To minimize the ratio, the collector of the
lateral transistor usually surrounds the emitter, and the emitter area as well as the lateral base
width are minimized. Even with these techniques, however, the ratio of I¢z/Ic is poorly
controlled in practice.?®2? If the total emitter current is held constant as in many conventional
circuits, variation of /> /I changes the desired collector current and associated small-signal
parameters such as the transconductance. To overcome this problem, the emitter current can be
adjusted by negative feedback so that the desired collector current is insensitive to variations
in Ica/Ic1.>°

Some important properties of the lateral bipolar transistor, including its 8 and fr, improve
as the base width is reduced. Since the base width corresponds to the channel length of an MOS
transistor, the steady reduction in the minimum channel length of scaled MOS technologies
is improving the performance and increasing the importance of the available lateral bipolar
transistor.

2.10 Passive Components in MOS Technology

In this section, we describe the various passive components that are available in CMOS
technologies. Resistors include diffused, poly-silicon, and well resistors. Capacitors include
poly-poly, metal-poly, metal-silicon, silicon-silicon, and vertical and lateral metal-metal.

2.10.1 Resistors

Diffused Resistors. The diffused layer used to form the source and drain of the n-channel and
p-channel devices can be used to form a diffused resistor. The resulting resistor structure and
properties are very similar to the resistors described in Section 2.6.1 on diffused resistors in
bipolar technology. The sheet resistances, layout geometries, and parasitic capacitances are
similar.

Polysilicon Resistors. At least one layer of polysilicon is required in silicon-gate MOS tech-
nologies to form the gates of the transistors, and this layer is often used to form resistors. The
geometries employed are similar to those used for diffused resistors, and the resistor exhibits a
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parasitic capacitance to the underlying layer much like a diffused resistor. In this case, however,
the capacitance stems from the oxide layer under the polysilicon instead of from a reverse-
biased pn junction. The nominal sheet resistance of most polysilicon layers that are utilized
in MOS processes is on the order of 20 /(] to 80 €2/[] and typically displays a relatively
large variation around the nominal value due to process variations. The matching properties
of polysilicon resistors are similar to those of diffused resistors. A cross section and plan view
of a typical polysilicon resistor are shown in Fig. 2.63a.

The sheet resistance of polysilicon can limit the speed of interconnections, especially in
submicron technologies. To reduce the sheet resistance, a silicide layer is sometimes deposited
on top of the polysilicon. Silicide is a compound of silicon and a metal, such as tungsten, that
can withstand subsequent high-temperature processing with little movement. Silicide reduces
the sheet resistance by about an order of magnitude. Also, it has little effect on the oxidation rate
of polysilicon and is therefore compatible with conventional CMOS process technologies.!
Finally, silicide can be used on the source/drain diffusions as well as on the polysilicon.

Well Resistors. In CMOS technologies the well region can be used as the body of a resistor.
It is a relatively lightly doped region and when used as a resistor provides a sheet resistance
on the order of 10 k2/[]. Its properties and geometrical layout are much like the epitaxial
resistor described in Section 2.6.2 and shown in Fig. 2.42. It displays large tolerance, high
voltage coefficient, and high temperature coefficient relative to other types of resistors. Higher
sheet resistance can be achieved by the addition of the pinching diffusion just as in the bipolar
technology case.

MOS Devices as Resistors. The MOS transistor biased in the triode region can be used in
many circuits to perform the function of a resistor. The drain-source resistance can be calculated
by differentiating the equation for the drain current in the triode region with respect to the
drain-source voltage. From (1.152),

ap \7' L 1
R= == (2.53)
oVps Wk'(Vgs — Vi — Vps)
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Since L/ W gives the number of squares, the second term on the right side of this equation
gives the sheet resistance. This equation shows that the effective sheet resistance is a function
of the applied gate bias. In practice, this sheet resistance can be much higher than polysilicon
or diffused resistors, allowing large amounts of resistance to be implemented in a small area.
Also, the resistance can be made to track the transconductance of an MOS transistor operating
in the active region, allowing circuits to be designed with properties insensitive to variations
in process, supply, and temperature. An example of such a circuit is considered in Section
9.4.3. The principal drawback of this form of resistor is the high degree of nonlinearity of the
resulting resistor element; that is, the drain-source resistance is not constant but depends on
the drain-source voltage. Nevertheless, it can be used very effectively in many applications.

2.10.2 Capacitors in MOS Technology

As a passive component, capacitors play a much more important role in MOS technology than
they do in bipolar technology. Because of the fact that MOS transistors have virtually infinite
input resistance, voltages stored on capacitors can be sensed with little leakage using MOS
amplifiers. As a result, capacitors can be used to perform many functions that are traditionally
performed by resistors in bipolar technology.

Poly-Poly Capacitors. Many MOS technologies that are used to implement analog functions
have two layers of polysilicon. The additional layer provides an efficient capacitor structure,
an extra layer of interconnect, and can also be used to implement floating-gate memory cells
that are electrically programmable and optically erasable with UV light (EPROM). A typical
poly-poly capacitor structure is shown in cross section and plan view in Fig. 2.63b. The plate
separation is usually comparable to the gate oxide thickness of the MOS transistors.

An important aspect of the capacitor structure is the parasitic capacitance associated with
each plate. The largest parasitic capacitance exists from the bottom plate to the underlying
layer, which could be either the substrate or a well diffusion whose terminal is electrically
isolated. This bottom-plate parasitic capacitance is proportional to the bottom-plate area and
typically has a value from 10 to 30 percent of the capacitor itself.
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The top-plate parasitic is contributed by the interconnect metallization or polysilicon
that connects the top plate to the rest of the circuit, plus the parasitic capacitance of the
transistor to which it is connected. In the structure shown in Fig. 2.63b, the drain-substrate
capacitance of an associated MOS transistor contributes to the top-plate parasitic capacitance.
The minimum value of this parasitic is technology dependent but is typically on the order of 5 fF
to 50 fF.

Other important parameters of monolithic capacitor structures are the tolerance, voltage
coefficient, and temperature coefficient of the capacitance value. The tolerance on the abso-
lute value of the capacitor value is primarily a function of oxide-thickness variations and is
usually in the 10 percent to 30 percent range. Within the same die, however, the matching
of one capacitor to another identical structure is much more precise and can typically be in
the range of 0.05 percent to 1 percent, depending on the geometry. Because the plates of the
capacitor are a heavily doped semiconductor rather than an ideal conductor, some variation
in surface potential relative to the bulk material of the plate occurs as voltage is applied to
the capacitor.3> This effect is analogous to the variation in surface potential that occurs in
an MOS transistor when a voltage is applied to the gate. However, since the impurity con-
centration in the plate is usually relatively high, the variations in surface potential are small.
The result of these surface potential variations is a slight variation in capacitance with applied
voltage. Increasing the doping in the capacitor plates reduces the voltage coefficient. For
the impurity concentrations that are typically used in polysilicon layers, the voltage coef-
ficient is usually less than 50 ppm/V, 3>33 a level small enough to be neglected in most
applications.

A variation in the capacitance value also occurs with temperature variations. This variation
stems primarily from the temperature variation of the surface potential in the plates previously
described.3? Also, secondary effects include the temperature variation of the dielectric constant
and the expansion and contraction of the dielectric. For heavily doped polysilicon plates, this
temperature variation is usually less than 50 ppm/°C.32:33

MOS Transistors as Capacitors. The MOS transistor itself can be used as a capacitor when
biased in the triode region, the gate forming one plate and the source, drain, and channel forming
another. Unfortunately, because the underlying substrate is lightly doped, a large amount of
surface potential variation occurs with changes in applied voltage and the capacitor displays a
high voltage coefficient. In noncritical applications, however, it can be used effectively under
two conditions. The circuit must be designed in such a way that the device is biased in the
triode region when a high capacitance value is desired, and the high sheet resistance of the
bottom plate formed by the channel must be taken into account.

Other Vertical Capacitor Structures. In processes with only one layer of polysilicon, alter-
native structures must be used to implement capacitive elements. One approach involves the
insertion of an extra mask to reduce the thickness of the oxide on top of the polysilicon layer
so that when the interconnect metallization is applied, a thin-oxide layer exists between the
metal layer and the polysilicon layer in selected areas. Such a capacitor has properties that are
similar to poly-poly capacitors.

Another capacitor implementation in single-layer polysilicon processing involves the
insertion of an extra masking and diffusion operation such that a diffused layer with low
sheet resistance can be formed underneath the polysilicon layer in a thin-oxide area. This is
not possible in conventional silicon-gate processes because the polysilicon layer is deposited
before the source-drain implants or diffusions are performed. The properties of such capaci-
tors are similar to the poly-poly structure, except that the bottom-plate parasitic capacitance
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is that of a pn junction, which is voltage dependent and is usually larger than in the poly-poly
case. Also, the bottom plate has a junction leakage current that is associated with it, which is
important in some applications.

To avoid the need for extra processing steps, capacitors can also be constructed using
the metal and poly layers with standard oxide thicknesses between layers. For example, in a
process with one layer of polysilicon and two layers of metal, the top metal and the poly can be
connected together to form one plate of a capacitor, and the bottom metal can be used to form
the other plate. A key disadvantage of such structures, however, is that the capacitance per
unit area is small because the oxide used to isolate one layer from another is thick. Therefore,
such capacitors usually occupy large areas. Furthermore, the thickness of this oxide changes
little as CMOS processes evolve with reduced minimum channel length. As a result, the area
required by analog circuits using such capacitors undergoes a much smaller reduction than
that of digital circuits in new technologies. This characteristic is important because reducing
the area of an integrated circuit reduces its cost.

Lateral Capacitor Structures. To reduce the capacitor area, and to avoid the need for extra
processing steps, lateral capacitors can be used.>* A lateral capacitor can be formed in one
layer of metal by separating one plate from another by spacing s, as shown in Fig. 2.64a.
If w is the width of the metal and ¢ is the metal thickness, the capacitance is (wze/s), where
€ is the dielectric constant. As technologies evolve to reduced feature sizes, the minimum
metal spacing shrinks but the thickness changes little; therefore, the die area required for a
given lateral capacitance decreases in scaled technologies.? Note that the lateral capacitance
is proportional to the perimeter of each plate that is adjacent to the other in a horizontal plane.
Geometries to increase this perimeter in a given die area have been proposed.?

Lateral capacitors can be used in conjunction with vertical capacitors, as shown in
Fig. 2.64b.3* The key point here is that each metal layer is composed of multiple pieces,
and each capacitor node is connected in an alternating manner to the pieces in each layer.

5

Figure 2.64 (a) Lateral capacitor in one level
of metal. (b) Capacitor using two levels of
L metal in which both lateral and vertical capac-
(b) itance contribute to the desired capacitance.
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As aresult, the total capacitance includes vertical and lateral components arising between all
adjacent pieces. If the vertical and lateral dielectric constants are equal, the total capacitance is
increased compared to the case in which the same die area is used to construct only a vertical
capacitor when the minimum spacing s < +/2¢ (¢,x), where ¢ is the metal thickness and 7, is
the oxide thickness between metal layers. This concept can be extended to additional pieces
in each layer and additional layers.

2.10.3 Latchup in CMOS Technology

The device structures that are present in standard CMOS technology inherently comprise a pnpn
sandwich of layers. For example, consider the typical circuit shown in Fig. 2.65a. It uses one
n-channel and one p-channel transistor and operates as an inverter if the two gates are connected
together as the inverter input. Figure 2.65b shows the cross section in an n-well process. When
the two MOS transistors are fabricated, two parasitic bipolar transistors are also formed: a
lateral npn and a vertical pnp. In this example, the source of the n-channel transistor forms the
emitter of the parasitic lateral npn transistor, the substrate forms the base, and the n-well forms
the collector. The source of the p-channel transistor forms the emitter of a parasitic vertical pnp
transistor, the n-well forms the base, and the p-type substrate forms the collector. The electrical
connection of these bipolar transistors that results from the layout shown is illustrated in Fig.
2.65c¢. In normal operation, all the pn junctions in the structure are reverse biased. If the two
bipolar transistors enter the active region for some reason, however, the circuit can display
a large amount of positive feedback, causing both transistors to conduct heavily. This device
structure is similar to that of a silicon-controlled rectifier (SCR), a widely used component in
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Figure 2.65 (a) Schematic of a typical CMOS device pair. (b) Cross section illustrating the parasitic
bipolar transistors. (¢) Schematic of the parasitic bipolar transistors.
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power-control applications. In power-control applications, the property of the pnpn sandwich
to remain in the on state with no externally supplied signal is a great advantage. However, the
result of this behavior here is usually a destructive breakdown phenomenon called latchup.

The positive feedback loop is labeled in Fig. 2.65¢. Feedback is studied in detail in Chapters
8 and 9. To explain why the feedback around this loop is positive, assume that both transistors
are active and that the base current of the npn transistor increases by i for some reason. Then
the collector current of the npn transistor increases by 1. This current is pulled out of the
base of the pnp transistor if R; is ignored. As a result, the current flowing out of the collector
of the pnp transistor increases by B,pn Bpnpi. Finally, this current flows into the base of the npn
transistor if R; is ignored. This analysis shows that the circuit generates a current that flows
in the same direction as the initial disturbance; therefore, the feedback is positive. If the gain
around the loop is more than unity, the response of the circuit to the initial disturbance continues
to grow until one or both of the bipolar transistors saturate. In this case, a large current flows
from the positive supply to ground until the power supply is turned off or the circuit burns out.
This condition is called latchup. If Ry and R, are large enough that base currents are large
compared to the currents in these resistors, the gain around the loop is By, Bpnp. Therefore,
latchup can occur if the product of the betas is greater than unity.

For latchup to occur, one of the junctions in the sandwich must become forward biased.
In the configuration illustrated in Fig. 2.65, current must flow in one of the resistors between
the emitter and the base of one of the two transistors in order for this to occur. This current
can come from a variety of causes. Examples are an application of a voltage that is larger
than the power-supply voltage to an input or output terminal, improper sequencing of the
power supplies, the presence of large dc currents in the substrate or p- or n-well, or the flow
of displacement current in the substrate or well due to fast-changing internal nodes. Latchup
is more likely to occur in circuits as the substrate and well concentration is made lighter, as
the well is made thinner, and as the device geometries are made smaller. All these trends in
process technology tend to increase R; and R; in Fig. 2.65b. Also, they tend to increase the
betas of the two bipolar transistors. These changes increase the likelihood of the occurrence
of latchup.

The layout of CMOS-integrated circuits must be carried out with careful attention paid
to the prevention of latchup. Although the exact rules followed depend on the specifics of
the technology, the usual steps are to keep R; and R, as well as the product of the betas,
small enough to avoid this problem. The beta of the vertical bipolar transistor is determined by
process characteristics, such as the well depth, that are outside the control of circuit designers.
However, the beta of the lateral bipolar transistor can be decreased by increasing its base width,
which is the distance between the source of the n-channel transistor and the n-type well. To
reduce R and R,, many substrate and well contacts are usually used instead of just one each,
as shown in the simple example of Fig. 2.65. In particular, guard rings of substrate and well
contacts are often used just outside and inside the well regions. These rings are formed by
using the source/drain diffusion and provide low-resistance connections in the substrate and
well to reduce series resistance. Also, special protection structures at each input and output
pad are usually included so that excessive currents flowing into or out of the chip are safely
shunted.

2.11 BiCMOS Technology

In Section 2.3, we showed that to achieve a high collector-base breakdown voltage in a bipo-
lar transistor structure, a thick epitaxial layer is used (17 pm of 5 Q-cm material for 36-V
operation). This in turn requires a deep p-type diffusion to isolate transistors and other devices.
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On the other hand, if a low breakdown voltage (say about 7 V to allow 5-V supply operation)
can be tolerated, then a much more heavily doped (on the order of 0.5 2-cm) collector region
can be used that is also much thinner (on the order of 1 wm). Under these conditions, the
bipolar devices can be isolated by using the same local-oxidation technique used for CMOS,
as described in Section 2.4. This approach has the advantage of greatly reducing the bipolar
transistor collector-substrate parasitic capacitance because the heavily doped high-capacitance
regions near the surface are now replaced by low-capacitance oxide isolation. The devices can
also be packed much more densely on the chip. In addition, CMOS and bipolar fabrication
technologies begin to look rather similar, and the combination of high-speed, shallow, ion-
implanted bipolar transistors with CMOS devices in a BICMOS technology becomes feasible
(at the expense of several extra processing steps).3¢ This technology has performance advan-
tages in digital applications because the high current-drive capability of the bipolar transistors
greatly facilitates driving large capacitive loads. Such processes are also attractive for analog
applications because they allow the designer to take advantage of the unique characteristics of
both types of devices.

We now describe the structure of a typical high-frequency, low-voltage, oxide-isolated
BiCMOS process. A simplified cross section of a high-performance process®’ is shown in
Fig. 2.66. The process begins with masking steps and the implantation of n-type antimony
buried layers into a p-type substrate wherever an npn bipolar transistor or PMOS device
is to be formed. A second implant of p-type boron impurities forms a p-well wherever an
NMOS device is to be formed. This is followed by the growth of about 1 wm of n™ epi,
which forms the collectors of the npn bipolar devices and the channel regions of the PMOS
devices. During this and subsequent heat cycles, the more mobile boron atoms out-diffuse
and the p-well extends to the surface, whereas the antimony buried layers remain essentially
fixed.

A masking step defines regions where thick field oxide is to be grown and these regions
are etched down into the epi layer. Field-oxide growth is then carried out, followed by a
planarization step where the field oxide that has grown above the plane of the surface is etched
back level with the other regions. This eliminates the lumpy surface shown in Fig. 2.57 and helps
to overcome problems of ensuring reliable metal connections over the oxide steps (so-called
step coverage). Finally, a series of masking steps and p- and n-type implants are carried out to
form bipolar base and emitter regions, low-resistance bipolar collector contact, and source and
drain regions for the MOSFETs. In this sequence, gate oxide is grown, polysilicon gates and
emitters are formed, and threshold-adjusting implants are made for the MOS devices. Metal
contacts are then made to the desired regions, and the chip is coated with a layer of deposited
Si0;. A second layer of metal interconnects is formed on top of this oxide with connections
where necessary to the first layer of metal below. A further deposited layer of SiO; is then
added with a third layer of metal interconnect and vias to give even more connection flexibility
and thus to improve the density of the layout.

2.12 Heterojunction Bipolar Transistors

A heterojunction is a pn junction made of two different materials. Until this point, all the
junctions we have considered have been homojunctions because the same material (silicon)
has been used to form both the n-type and the p-type regions. In contrast, a junction between
an n-type region of silicon and a p-type region of germanium or a compound of silicon and
germanium forms a heterojunction.

In homojunction bipolar transistors, the emitter doping is selected to be much greater
than the base doping to give an emitter injection efficiency y of about unity, as shown by
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(1.51b). As a result, the base is relatively lightly doped while the emitter is heavily doped in
practice. Section 1.4.8 shows that the fr of bipolar devices is limited in part by T, which
is the time required for minority carriers to cross the base. Maximizing fr is important in
some applications such as radio-frequency electronics. To increase fr, the base width can be
reduced. If the base doping is fixed to maintain a constant y, however, this approach increases
the base resistance rp. In turn, this base resistance limits speed because it forms a time constant
with capacitance attached to the base node. As a result, a tradeoff exists in standard bipolar
technology between high fr on the one hand and low r;, on the other, and both extremes limit
the speed that can be attained in practice.

One way to overcome this tradeoff is to add some germanium to the base of bipolar
transistors to form heterojunction transistors. The key idea is that the different materials on
the two sides of the junction have different band gaps. In particular, the band gap of silicon is
greater than for germanium, and forming a SiGe compound in the base reduces the band gap
there. The relatively large band gap in the emitter can be used to increase the potential barrier
to holes that can be injected from the base back to the emitter. Therefore, this structure does not
require that the emitter doping be much greater than the base doping to give y ~ 1. As aresult,
the emitter doping can be decreased and the base doping can be increased in a heterojunction
bipolar transistor compared to its homojunction counterpart. Increasing the base doping allows
rp to be constant even when the base width is reduced to increase f7. Furthermore, this change
also reduces the width of the base-collector depletion region in the base when the transistor
operates in the forward active region, thus decreasing the effect of base-width modulation and
increasing the early voltage V4. Not only does increasing the base doping have a beneficial
effect on performance, but also decreasing the emitter doping increases the width of the base-
emitter, space-charge region in the emitter, reducing the C j, capacitance and further increasing
the maximum speed.

The base region of the heterojunction bipolar transistors can be formed by growing a thin
epitaxial layer of SiGe using ultra-high vacuum chemical vapor deposition (UHV/CVD).?8
Since this is an epi layer, it takes on the crystal structure of the silicon in the substrate.
Because the lattice constant for germanium is greater than that for silicon, the SiGe layer
forms under a compressive strain, limiting the concentration of germanium and the thickness
of the layer to avoid defect formation after subsequent high-temperature processing used at
the back end of conventional technologies.>® In practice, with a base thickness of 0.1 wm, the
concentration of germanium is limited to about 15 percent so that the layer is unconditionally
stable.*Y With only a small concentration of germanium, the change in the band gap and the
resulting shift in the potential barrier that limits reverse injection of holes into the emitter
is small. However, the reverse injection is an exponential function of this barrier; therefore,
even a small change in the barrier greatly reduces the reverse injection and results in these
benefits.

In practice, the concentration of germanium in the base need not be constant. In partic-
ular, the UHV/CVD process is capable of increasing the concentration of germanium in the
base from the emitter end to the collector end. This grading of the germanium concentration
results in an electric field that helps electrons move across the base, further reducing 75 and
increasing f7.

The heterojunction bipolar transistors described above can be included as the bipolar
transistors in otherwise conventional BICMOS processes. The key point is that the device pro-
cessing sequence retains the well-established properties of silicon integrated-circuit processing
because the average concentration of germanium in the base is small.>® This characteristic is
important because it allows the new processing steps to be included as a simple addition to an
existing process, reducing the cost of the new technology. For example, a BICMOS process
with a minimum drawn CMOS channel length of 0.3 wm and heterojunction bipolar transistors
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with a fr of 50 GHz has been reported.*’ The use of the heterojunction technology increases
the fr by about a factor of two compared to a comparable homojunction technology.

2.13 Interconnect Delay

As the minimum feature size allowed in integrated-circuit technologies is reduced, the maxi-
mum operating speed and bandwidth have steadily increased. This trend stems partly from the
reductions in the minimum base width of bipolar transistors and the minimum channel length
of MOS transistors, which in turn increase the f7 of these devices. While scaling has increased
the speed of the transistors, however, it is also increasing the delay introduced by the intercon-
nections to the point where it could soon limit the maximum speed of integrated circuits.*! This
delay is increasing as the minimum feature size is reduced because the width of metal lines
and spacing between them are both being reduced to increase the allowed density of intercon-
nections. Decreasing the width of the lines increases the number of squares for a fixed length,
increasing the resistance. Decreasing the spacing between the lines increases the lateral capac-
itance between lines. The delay is proportional to the product of the resistance and capacitance.
To reduce the delay, alternative materials are being studied for use in integrated circuits.

First, copper is replacing aluminum in metal layers because copper reduces the resistivity
of the interconnection by about 40 percent and is less susceptible to electromigration and
stress migration than aluminum. Electromigration and stress migration are processes in which
the material of a conductor moves slightly while it conducts current and is under tension,
respectively. These processes can cause open circuits to appear in metal interconnects and
are important failure mechanisms in integrated circuits. Unfortunately, however, copper can
not simply be substituted for aluminum with the same fabrication process. Two key problems
are that copper diffuses through silicon and silicon dioxide more quickly than aluminum,
and copper is difficult to plasma etch.*? To overcome the diffusion problem, copper must be
surrounded by a thin film of another metal that can endure high-temperature processing with
little movement. To overcome the etch problem, a damascene process has been developed.*?
In this process, a layer of interconnection is formed by first depositing a layer of oxide. Then
the interconnect pattern is etched into the oxide, and the wafer is uniformly coated by a thin
diffusion-resistant layer and then copper. The wafer is then polished by a chemical-mechanical
process until the surface of the oxide is reached, which leaves the copper in the cavities etched
into the oxide. A key advantage of this process is that it results in a planar structure after each
level of metalization.

Also, low-permittivity dielectrics are being studied to replace silicon dioxide to reduce the
interconnect capacitance. The dielectric constant of silicon dioxide is 3.9 times more than for
air. For relative dielectric constants between about 2.5 and 3.0, polymers have been studied.
For relative dielectric constants below about 2.0, the proposed materials include foams and
gels, which include air.*? Other important requirements of low-permittivity dielectric materials
include low leakage, high breakdown voltage, high thermal conductivity, stability under high-
temperature processing, and adhesion to the metal layers.*! The search for a replacement for
silicon dioxide is difficult because it is an excellent dielectric in all these ways.

2.14 Economics of Integrated-Circuit Fabrication

The principal reason for the growing pervasiveness of integrated circuits in systems of all types
is the reduction in cost attainable through integrated-circuit fabrication. Proper utilization of the
technology to achieve this cost reduction requires an understanding of the factors influencing
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the cost of an integrated circuit in completed, packaged form. In this section, we consider these
factors.

2.14.1 Yield Considerations in Integrated-Circuit Fabrication

As pointed out earlier in this chapter, integrated circuits are batch-fabricated on single wafers,
each containing up to several thousand separate but identical circuits. At the end of the process-
ing sequence, the individual circuits on the wafer are probed and tested prior to the breaking up
of the wafer into individual dice. The percentage of the circuits that are electrically functional
and within specifications at this point is termed the wafer-sort yield Y,,; and is usually in the
range of 10 percent to 90 percent. The nonfunctional units can result from a number of fac-
tors, but one major source of yield loss is point defects of various kinds that occur during the
photoresist and diffusion operations. These defects can result from mask defects, pinholes in
the photoresist, airborne particles that fall on the surface of the wafer, crystalline defects in the
epitaxial layer, and so on. If such a defect occurs in the active region on one of the transistors
or resistors making up the circuit, a nonfunctional unit usually results. The frequency of occur-
rence per unit of wafer area of such defects is usually dependent primarily on the particular
fabrication process used and not on the particular circuit being fabricated. Generally speaking,
the more mask steps and diffusion operations that the wafer is subjected to, the higher will be
the density of defects on the surface of the finished wafer.

The existence of these defects limits the size of the circuit that can be economically
fabricated on a single die. Consider the two cases illustrated in Fig. 2.67, where two identical
wafers with the same defect locations have been used to fabricate circuits of different area.
Although the defect locations in both cases are the same, the wafer-sort yield of the large die
would be zero. When the die size is cut to one-fourth of the original size, the wafer sort yield
is 62 percent. This conceptual example illustrates the effect of die size on wafer-sort yield.
Quantitatively, the expected yield for a given die size is a strong function of the complexity of
the process, the nature of the individual steps in the process, and perhaps, most importantly, the
maturity and degree of development of the process as a whole and the individual steps within
it. Since the inception of the planar process, a steady reduction in defect densities has occurred
as a result of improved lithography, increased use of low-temperature processing steps such as
ion implantation, improved manufacturing environmental control, and so forth. Three typical
curves derived from yield data on bipolar and MOS processes are shown in Fig. 2.68. These
are representative of yields for processes ranging from a very complex process with many
yield-reducing steps to a very simple process carried out in an advanced VLSI fabrication
facility. Also, the yield curves can be raised or lowered by more conservative design rules, and
other factors. Uncontrolled factors such as testing problems and design problems in the circuit
can cause results for a particular integrated circuit to deviate widely from these curves, but
still the overall trend is useful.
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Figure 2.67 Conceptual exam-
ple of the effect of die size on
yield.
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In addition to affecting yield, the die size also affects the total number of dice that can
be fabricated on a wafer of a given size. The total number of usable dice on the wafer, called
the gross die per wafer N, is plotted in Fig. 2.69 as a function of die size for several wafer
sizes. The product of the gross die per wafer and the wafer-sort yield gives the net good die

per wafer, plotted in Fig. 2.70 for the yield curve
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Figure 2.69 Gross die per wafer for 4-in., 8-in., and 12-in. wafers.
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Once the wafer has undergone the wafer-probe test, it is separated into individual dice
by sawing or scribing and breaking. The dice are visually inspected, sorted, and readied for
assembly into packages. This step is termed die fab, and some loss of good dice occurs in
the process. Of the original electrically good dice on the wafer, some will be lost in the die
fab process due to breakage and scratching of the surface. The ratio of the electrically good
dice following die fab to the number of electrically good dice on the wafer before die fab is
called the die fab yield Y,r. The good dice are then inserted in a package, and the electrical
connections to each die are made with bonding wires to the pins on the package. The packaged
circuits then undergo a final test, and some loss of functional units usually occurs because of
improper bonding and handling losses. The ratio of the number of good units at final test to
the number of good dice into assembly is called the final test yield Y ;.

2.14.2 Cost Considerations in Integrated-Circuit Fabrication

The principal direct costs to the manufacturer can be divided into two categories: those associ-
ated with fabricating and testing the wafer, called the wafer fab cost C,,, and those associated
with packaging and final testing the individual dice, called the packaging cost Cp. If we
consider the costs incurred by the complete fabrication of one wafer of dice, we first have the
wafer cost itself C,,. The number of electrically good dice that are packaged from the wafer is
NY,,sY4r. The total cost C; incurred once these units have been packaged and tested is

C,=Cy+ CpNszYdf (2.54)
The total number of good finished units N, is

Ng = NYuiYarYp (2.55)
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Thus the cost per unit is

c=S- S O
N, NYysYarYn  Yg

(2.56)

The first term in the cost expression is wafer fab cost, while the second is associated with
assembly and final testing. This expression can be used to calculate the direct cost of the
finished product to the manufacturer as shown in the following example.

] EXAMPLE
Plot the direct fabrication cost as a function of die size for the following two sets of assumptions.

(a) Wafer-fab cost of $75.00, packaging and testing costs per die of $0.06, a die-fab yield of
0.9, and a final-test yield of 0.9. Assume yield curve B in Fig. 2.68. This set of conditions might
characterize an operational amplifier manufactured on a medium-complexity bipolar process
and packaged in an inexpensive 8 or 14 lead package.

From (2.56),

_ $75.00 0.06  $92.59
T (NY)(0.81) 0.9 NY,,

+ 0.066 (2.57)

This cost is plotted versus die size in Fig. 2.71a.

(b) A wafer-fab cost of $100.00, packaging and testing costs of $1.00, die-fab yield of 0.9, and
final-test yield of 0.8. Assume yield curve A in Fig. 2.68. This might characterize a complex
analog/digital integrated circuit, utilizing an advanced CMOS process and packaged in a large,
multilead package. Again, from (2.56),

$100.00 $1.00  $138.89

= = 1.25 2.58
(NYWX)(O.72)+ 0.8 NY,s +$ ( )

[ This cost is plotted versus die size in Fig. 2.71b.
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This example shows that most of the cost comes from packaging and testing for small die
sizes, whereas most of the cost comes from wafer-fab costs for large die sizes. This relationship
is made clearer by considering the cost of the integrated circuit in terms of cost per unit area
of silicon in the finished product, as illustrated in Fig. 2.72 for the examples previously given.
These curves plot the ratio of the finished-product cost to the number of square mils of silicon
on the die. The minimum cost per unit area of silicon results midway between the package-
cost and die-cost limited regions for each example. Thus the fabrication of excessively large
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or small dice is uneconomical in terms of utilizing the silicon die area at minimum cost.
The significance of these curves is that, for example, if a complex analog/digital system,
characterized by example b in Fig. 2.72 with a total silicon area of 80,000 square mils is to be
fabricated in silicon, it probably would be most economical to build the system on two chips
rather than on a single chip. This decision would also be strongly affected by other factors
such as the increase in the number of total package pins required for the two chips to be
interconnected, the effect on performance of the required interconnections, and the additional
printed circuit board space required for additional packages. The shape of the cost curves is
also a strong function of the package cost, test cost of the individual product, yield curve for
the particular process, and so forth.

The preceding analysis concerned only the direct costs to the manufacturer of the fabri-
cation of the finished product; the actual selling price is much higher and reflects additional
research and development, engineering, and selling costs. Many of these costs are fixed, how-
ever, so that the selling price of a particular integrated circuit tends to vary inversely with the
quantity of the circuits sold by the manufacturer.

APPENDIX
A.2.1 SPICE MODEL-PARAMETER FILES

In this section, SPICE model-parameter symbols are compared with the symbols employed in
the text for commonly used quantities.

Bipolar Transistor Parameters

SPICE
Symbol Text Symbol Description
IS I Transport saturation current
BF Br Maximum forward current gain
BR Br Maximum reverse current gain
VAF Va Forward Early voltage
RB rp Base series resistance
RE Fex Emitter series resistance
RC e Collector series resistance
TF TF Forward transit time
TR TR Reverse transit time
CJE Cieo Zero-bias base-emitter depletion capacitance
VIJE Yoe Base-emitter junction built-in potential
MIJE ne Base-emitter junction-capacitance exponent
ClC Cuo Zero-bias base-collector depletion capacitance
viC Yoe Base-collector junction built-in potential
MJC ne Base-collector junction-capacitance exponent
CJS Ceso Zero-bias collector-substrate depletion capacitance
VIS Yos Collector-substrate junction built-in potential
MIJS ng Collector-substrate junction-capacitance exponent

Note: Depending on which version of SPICE is used, a separate diode may have to
be included to model base-substrate capacitance in a lateral pnp transistor.
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MOSFET Parameters
SPICE
Symbol Text Symbol Description
VTO Vi Threshold voltage with zero source-substrate voltage
KP k' = nCyy Transconductance parameter
V2geN
GAMMA y= % Threshold voltage parameter
ox
PHI 20 Surface potential
1 dX, .
LAMBDA = Channel-length modulation parameter
Lett dVps
CGSO Col Gate-source overlap capacitance per unit channel width
CGDO Col Gate-drain overlap capacitance per unit channel width
CcJ Ci Zero-bias junction capacitance per unit area from source and drain
bottom to bulk (substrate)
MJ n Source-bulk and drain-bulk junction capacitance exponent (grading
coefficient)
CISW Ciswo Zero-bias junction capacitance per unit junction perimeter from
source and drain sidewall (periphery) to bulk
MISW n Source-bulk and drain-bulk sidewall junction capacitance exponent
PB Yo Source-bulk and drain-bulk junction built-in potential
TOX tox Oxide thickness
NSUB Na, Np Substrate doping
NSS Os/q Surface-state density
XJ X; Source, drain junction depth
LD Ly Source, drain lateral diffusion
PROBLEMS

2.1 What impurity concentration corresponds to a
1 Q-cm resistivity in p-type silicon? In n-type silicon?

2.2 What is the sheet resistance of a layer of 1
-cm material that is 5 wm thick?

2.3 Consider a hypothetical layer of silicon that
has an n-type impurity concentration of 10'7 cm™ at
the top surface, and in which the impurity concen-
tration decreases exponentially with distance into the
silicon. Assume that the concentration has decreased
to 1/e of its surface value at a depth of 0.5 pwm, and
that the impurity concentration in the sample before
the insertion of the n-type impurities was 10" cm™
p-type. Determine the depth below the surface of the
pn junction that results and determine the sheet resis-
tance of the n-type layer. Assume a constant electron
mobility of 800 cm?/V-s. Assume that the width of the
depletion layer is negligible.

2.4 A diffused resistor has a length of 200 wm
and a width of 5 wm. The sheet resistance of the

base diffusion is 100 €2/[] and the emitter diffusion is
5 Q/. The base pinched layer has a sheet resistance of
5 kQ/J. Determine the resistance of the resistor
if it is an emitter-diffused, base-diffused, or pinch
resistor.

2.5 A base-emitter voltage of from 520 mV to
580 mV is measured on a test npn transistor structure
with 10 pA collector current. The emitter dimensions
on the test transistor are 100 wm x 100 wm. Determine
the range of values of Q p implied by this data. Use this
information to calculate the range of values of sheet
resistance that will be observed in the pinch resistors
in the circuit. Assume a constant electron diffusiv-
ity, D,, of 13 cm?/s, and a constant hole mobility of
150 cm?/V-s. Assume that the width of the depletion
layer is negligible.

2.6 Estimate the series base resistance, series
collector resistance r., base-emitter capacitance,
base-collector capacitance, and collector-substrate
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Figure 2.73 Device structure for Problem 2.6.

capacitance of the high-current npn transistor structure
shown in Fig. 2.73. This structure is typical of those
used as the output transistor in operational amplifiers
that must supply up to about 20 mA. Assume a doping
profile as shown in Fig. 2.17.

2.7 If the lateral pnp structure of Fig. 2.33a is
fabricated with an epi layer resistivity of 0.5 Q-cm,
determine the value of collector current at which the
current gain begins to fall off. Assume a diffusivity
for holes of: D, = 10 cm?/s. Assume a base width of
8 pm.

2.8 The substrate pnp of Fig. 2.36a is to be used
as a test device to monitor epitaxial layer thickness.
Assume that the flow of minority carriers across the
base is vertical, and that the width of the emitter-
base and collector-base depletion layers is negligible.
Assume that the epi layer resistivity is known to
be 2 Q-cm by independent measurement. The base-
emitter voltage is observed to vary from 525 mV to
560 mV over several wafers at a collector current of
10 pA. What range of epitaxial layer thickness does

this imply? What is the corresponding range of sheet
resistance that will be observed in the epitaxial pinch
resistors? Assume a hole diffusivity of 10 cm?/s,and an
electron mobility of 800 cm?/V-s. Neglect the deple-
tion layer thickness. Assume a junction depth of 3 wm
for the base diffusion.

2.9 Calculate the total parasitic junction capaci-
tance associated with a 10-kS2 base-diffused resistor
if the base sheet resistance is 100 €2/[] and the resis-
tor width is 6 pm. Repeat for a resistor width of
12 pm. Assume the doping profiles are as shown in
Fig. 2.17. Assume the clubheads are 26 pm x 26 pm,
and that the junction depth is 3 wm. Account for side-
wall effects.

2.10 For the substrate pnp structure shown in Fig.

2.36a,calculate I, Cj,, C,,, and 7. Assume the doping
profiles are as shown in Fig. 2.17.

2.11 A base-emitter voltage of 480 mV is mea-
sured on a super-f test transistor with a 100 pm X
100 wm emitter area at a collector current of 10 pA.
Calculate the Qp and the sheet resistance of the



base region. Estimate the punch-through voltage in
the following way. When the base depletion region
includes the entire base, charge neutrality requires that
the number of ionized acceptors in the depletion region
in the base be equal to the number of ionized donors in
the depletion region on the collector side of the base.
[See (1.2).] Therefore, when enough voltage is applied
that the depletion region in the base region includes the
whole base, the depletion region in the collector must
include a number of ionized atoms equal to Q 5. Since
the density of these atoms is known (equal to Np), the
width of the depletion layer in the collector region at
punch-through can be determined. If we assume that
the doping in the base N, is much larger than that in
the collector Np, then (1.15) can be used to find the
voltage that will result in this depletion layer width.
Repeat this problem for the standard device, assum-
ing a Vpr measured at 560 mV. Assume an electron
diffusivity D, of 13 cm?®/s, and a hole mobility 7z,
of 150 cm?/V-s. Assume the epi doping is 10'> cm™>.
Use €=1.04 x 10~"?F/cm for the permittivity of sil-
icon. Also, assume ¥, for the collector-base junction
is 0.55 V.

2.12 An MOS transistor biased in the active region
displays a drain current of 100 pA ata Vgg of 1.5V
and a drain current of 10 pA ata Vg of 0.8 V. Deter-
mine the threshold voltage and u, C,.(W/L). Neglect
subthreshold conduction and assume that the mobility
is constant.

2.13 Calculate the threshold voltage of the p-
channel transistors for the process given in Table 2.1.
First do the calculation for the unimplanted transistor,
then for the case in which the device receives the chan-
nel implant specified. Note that this is a p-type implant,
so that the effective surface concentration is the
difference between the background substrate concen-
tration and the effective concentration in the implant
layer.

2.14 An n-channel implanted transistor from the
process described in Table 2.1 displays a measured
output resistance of 5 M2 at a drain current of 10 pA,
biased in the active region at a Vpg of 5 V. The drawn
dimensions of the device are 100 wm by 7 wm. Find
the output resistance of a second device on the same
technology that has drawn dimensions of 50 wm by
12 wm and is operated at a drain current of 30 pA and
a Vpg of 5V.

2.15 Calculate the small-signal model parameters
of the device shown in Fig. 2.74, including g,,, gmps o,
Cgy, Coa, Cgpy, and Cgp,. Assume the transistor is biased
at a drain-source voltage of 2 V and a drain current of
20 pA. Use the process parameters that are specified

in Table 2.4. Assume Vgg = 1 V.

Problems 165
|«— 1 um i 1um i 1 um —=
— 1 -
— > -
— <l — 10 um
Source Gate Drain

— > -
— 5 -

[~

%,

Figure 2.74 Transistor for Problem 2.15.

2.16 The transistor shown in Fig. 2.74 is connected
in the circuit shown in Fig. 2.75. The gate is grounded,
the substrate is connected to —1.5 V, and the drain is
open circuited. An ideal current source is tied to the
source, and this source has a value of zero for t < 0
and 10 pA for r > 0. The source and drain are at an
initial voltage of +-1.5 V atr = 0. Sketch the voltage at
the source and drain from ¢ = 0 until the drain voltage
reaches —1.5 V. For simplicity, assume that the source-
substrate and drain-substrate capacitances are constant
at their zero-bias values. Assume the transistor has a
threshold voltage of 0.6 V.

D

i(r)
L
i(t) 1 fopA

-15V
Figure 2.75 Circuit for Problem 2.16.

2.17 Show that two MOS transistors connected in
parallel with channel widths of W and W, and identi-
cal channel lengths of L can be modeled as one equiv-
alent MOS transistor whose width is W, + W, and
whose length is L, as shown in Fig. 2.76. Assume the
transistors are identical except for their channel
widths.
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Figure 2.76 Circuit for Problem 2.17.

2.18 Show that two MOS transistors connected in
series with channel lengths of L, and L, and identical
channel widths of W can be modeled as one equivalent
MOS transistor whose width is W and whose length is
Ly + L,, as shownin Fig. 2.77. Assume the transistors
are identical except for their channel lengths. Ignore
the body effect and channel-length modulation.

M,
w
—] =
2
_ 14
- Ly +Ly
M, w
=

Figure 2.77 Circuit for Problem 2.18.

2.19 An integrated electronic subsystem is to be
fabricated, which requires 40,000 square mils of sil-
icon area. Determine whether the system should be
put on one or two chips, assuming that the fabrica-
tion cost of the two chips is the only consideration.
Assume that the wafer-fab cost is $100.00, the pack-
aging and testing costs are $0.60, the die-fab yield is
0.9, and the final-test yield is 0.8. Assume the process
used follows curve B in Fig. 2.68. Repeat the prob-
lem assuming yield curve A, and then yield curve C.
Assume a 4-inch wafer.
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CHAPTER

Single-Transistor and Multiple-
Transistor Amplifiers

The technology used to fabricate integrated circuits presents a unique set of component-cost
constraints to the circuit designer. The most cost-effective circuit approach to accomplish a
given function may be quite different when the realization of the circuit is to be in monolithic
form as opposed to discrete transistors and passive elements.! As an illustration, consider the
two realizations of a three-stage audio amplifier shown in Figs. 3.1 and 3.2. The first reflects
a cost-effective solution in the context of discrete-component circuits, since passive com-
ponents such as resistors and capacitors are less expensive than the active components, the
transistors. Hence, the circuit contains a minimum number of transistors, and the interstage
coupling is accomplished with capacitors. However, for the case of monolithic construction,
a key determining factor in cost is the die area used. Capacitors of the values used in most
discrete-component circuits are not feasible and would have to be external to the chip, increas-
ing the pin count of the package, which increases cost. Therefore, a high premium is placed
on eliminating large capacitors, and a dc-coupled circuit realization is very desirable. A sec-
ond constraint is that the cheapest component that can be fabricated in the integrated circuit
is the one that occupies the least area, usually a transistor. Thus a circuit realization that
contains the minimum possible total resistance while using more active components may be
optimum.?3 Furthermore, an important application of analog circuits is to provide interfaces
between the real world and digital circuits. In building digital integrated circuits, CMOS
technologies have become dominant because of their high densities and low power dissipa-
tions. To reduce the cost and increase the portability of mixed-analog-and-digital systems,
both increased levels of integration and reduced power dissipations are required. As a result,
we are interested in building analog interface circuits in CMOS technologies. The circuit
of Fig. 3.2 reflects these constraints. It uses a CMOS technology and many more transis-
tors than in Fig. 3.1, has less total resistance, and has no coupling capacitors. A differential
pair is used to allow direct coupling between stages, while transistor current sources pro-
vide biasing without large amounts of resistance. In practice, feedback would be required
around the amplifier shown in Fig. 3.2 but is not shown for simplicity. Feedback is described
in Chapter 8.

The next three chapters analyze various circuit configurations encountered in linear inte-
grated circuits. In discrete-component circuits, the number of transistors is usually minimized.
The best way to analyze such circuits is usually to regard each individual transistor as a stage
and to analyze the circuit as a collection of single-transistor stages. A typical monolithic circuit,
however, contains a large number of transistors that perform many functions, both passive and
active. Thus monolithic circuits are often regarded as a collection of subcircuits that perform
specific functions, where the subcircuits may contain many transistors. In this chapter, we first
consider the dc and low-frequency properties of the simplest subcircuits: common-emitter,
common-base, and common-collector single-transistor amplifiers and their counterparts using
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Figure 3.1 Typical discrete-component realization of an audio amplifier.
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Figure 3.2 Typical CMOS integrated-circuit realization of an audio amplifier.

MOS transistors. We then consider some multi-transistor subcircuits that are useful as ampli-
fying stages. The most widely used of these multi-transistor circuits are the differential pairs,
which are analyzed extensively in this chapter.

3.1 Device Model Selection for Approximate Analysis
of Analog Circuits

Much of this book is concerned with the salient performance characteristics of a variety of
subcircuits commonly used in analog circuits and of complete functional blocks made up of
these subcircuits. The aspects of the performance that are of interest include the dc currents
and voltages within the circuit, the effect of mismatches in device characteristics on these
voltages and currents, the small-signal, low-frequency input and output resistance, and the
voltage gain of the circuit. In later chapters, the high-frequency, small-signal behavior of
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circuits is considered. The subcircuit or circuit under investigation is often one of considerable
complexity, and the most important single principle that must be followed to achieve success
in the hand analysis of such circuits is selecting the simplest possible model for the devices
within the circuit that will result in the required accuracy. For example, in the case of dc
analysis, hand analysis of a complex circuit is greatly simplified by neglecting certain aspects
of transistor behavior, such as the output resistance, which may resultin a 10 to 20 percent error
in the dc currents calculated. The principal objective of hand analysis, however, is to obtain an
intuitive understanding of factors affecting circuit behavior so that an iterative design procedure
resulting in improved performance can be carried out. The performance of the circuit can at
any point in this cycle be determined precisely by computer simulation, but this approach does
not yield the intuitive understanding necessary for design.

Unfortunately, no specific rules can be formulated regarding the selection of the simplest
device model for analysis. For example, in the dc analysis of bipolar biasing circuits, assum-
ing constant base-emitter voltages and neglecting transistor output resistances often provides
adequate accuracy. However, certain bias circuits depend on the nonlinear relation between
the collector current and base-emitter voltage to control the bias current, and the assumption
of a constant Vg will result in gross errors in the analyses of these circuits. When analyzing
the active-load stages in Chapter 4, the output resistance must be considered to obtain mean-
ingful results. Therefore, a key step in every analysis is to inspect the circuit to determine what
aspects of the behavior of the transistors strongly affect the performance of the circuit, and then
simplify the model(s) to include only those aspects. This step in the procedure is emphasized
in this and the following chapters.

3.2 Two-Port Modeling of Amplifiers

The most basic parameter of an amplifier is its gain. Since amplifiers may be connected to
a wide variety of sources and loads, predicting the dependence of the gain on the source
and load resistance is also important. One way to observe this dependence is to include
these resistances in the amplifier analysis. However, this approach requires a completely
new amplifier analysis each time the source or load resistance is changed. To simplify
this procedure, amplifiers are often modeled as two-port equivalent networks. As shown in
Fig. 3.3, two-port networks have four terminals and four port variables (a voltage and a current
at each port). A pair of terminals is a port if the current that flows into one terminal is equal
to the current that flows out of the other terminal. To model an amplifier, one port represents
the amplifier input characteristics and the other represents the output. One variable at each
port can be set independently. The other variable at each port is dependent on the two-port
network and the independent variables. This dependence is expressed by two equations.
We will focus here on the admittance-parameter equations, where the terminal currents are
viewed as dependent variables controlled by the independent terminal voltages because we
usually model transistors with voltage-controlled current sources. If the network is linear and

Two-port
network

i ip Figure 3.3 Two-port-network block diagram.
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contains no independent sources, the admittance-parameter equations are:
i1=ynuvi+ynvm (3.1

ip = y21V1 + y22v2 (3.2)

The voltages and currents in these equations are deliberately written as small-signal quantities
because transistors behave in an approximately linear way only for small signals around
a fixed operating point. An equivalent circuit for these equations is shown in Fig. 3.4. The
parameters can be found and interpreted as follows:

i . . .

yi1 = L = Input admittance with the output short-circuited (3.3)
Vi vpy=10
i . . o

Yo = — = Reverse transconductance with the input short-circuited (34
V2 1y, =0
i . .

Vo1 = 2 = Forward transconductance with the output short-circuited (3.5)
Vilv,=0
i

Y = v—z = Output admittance with the input short-circuited (3.6)

2 V)= 0

The y1, parameter represents feedback in the amplifier. When the signal propagates back
from the output to the input as well as forward from the input to the output, the amplifier is
said to be bilateral. In many practical cases, especially at low frequencies, this feedback is
negligible and y;, is assumed to be zero. Then the amplifier is unilateral and characterized
by the other three parameters. Since the model includes only one transconductance when
y12 = 0, yp1 is usually referred to simply as the short-circuit transconductance, which will
be represented by G, in this book. When an amplifier is unilateral, the calculation of yij is
simplified from that given in (3.3) because the connections at the output port do not affect the
input admittance when yj; = 0.

Instead of calculating yq; and y»2, we will often calculate the reciprocals of these parame-
ters, or the input and output impedances Z; = 1/yj; and Z, = 1/y27, as shown in the unilateral
two-port model of Fig. 3.5a. Also, instead of calculating the short-circuit transconductance
Gn = y21, we will sometimes calculate the open-circuit voltage gain a,. This substitution
is justified by conversion of the Norton-equivalent output model shown in Fig. 3.5a to the
Thévenin-equivalent output model shown in Fig. 3.5b. In general, finding any two of the three
parameters including G,,, Z,, and a,, specifies the third parameter because

V2

a, = — =—-GnZ, (3.7)

Vi ir=0
Once two of these parameters and the input impedance are known, calculation of the effects
of loading at the input and output ports is possible. At low frequencies, the input and output
impedances are usually dominated by resistances. Therefore, we will characterize the low-
frequency behavior of many amplifiers in this book by finding the input and output resistances,
R; and R, as well as G, or a,,.
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Figure 3.6 Example of loading at the input and output of an amplifier modeled by a two-port equivalent
circuit.

EXAMPLE

Atwo-port model of a unilateral amplifier is shown in Fig. 3.6. Assume R; = 1k, R, = 1 M,
and G, = 1 mA/V. Let Rg and R, represent the source resistance of the input generator and
load resistance, respectively. Find the low-frequency gain voyt/vin, assuming that the input
is an ideal voltage source and the output is unloaded. Repeat, assuming that Rg = 1 k<2 and
R, =1 MQ.

The open-circuit voltage gain of the two-port amplifier model by itself from v{ to voy is

Vout V2

Vi

=—-G,uR, = —(1 mA/V)(1000 k€2) = —1000

Vi R;—o0 ir=0
Since the source and input resistances form a voltage divider, and since the output resistance

appears in parallel with the load resistance, the overall gain from vj, to vy is

Vout V1 Vout R;

G (R, ” RL)

Vin Vin Vi R; + Ry

With an ideal voltage source at the input and no load at the output, Rg = 0, R;, — o0, and
Vout/Vin = —1000. With Rg = 1 k2 and Ry, = 1 M, the gain is reduced by a factor of four
to Vout/Vin = —0.5(1 mA/V)(500 k2) = —250.

3.3 Basic Single-Transistor Amplifier Stages

Bipolar and MOS transistors are capable of providing useful amplification in three different
configurations. In the common-emitter or common-source configuration, the signal is applied
to the base or gate of the transistor and the amplified output is taken from the collector or drain.
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In the common-collector or common-drain configuration, the signal is applied to the base or
gate and the output signal is taken from the emitter or source. This configuration is often referred
to as the emitter follower for bipolar circuits and the source follower for MOS circuits. In the
common-base or common-gate configuration, the signal is applied to the emitter or the source,
and the output signal is taken from the collector or the drain. Each of these configurations
provides a unique combination of input resistance, output resistance, voltage gain, and current
gain. In many instances, the analysis of complex multistage amplifiers can be reduced to the
analysis of a number of single-transistor stages of these types.

We showed in Chapter 1 that the small-signal equivalent circuits for the bipolar and MOS
transistors are very similar, with the two devices differing mainly in the values of some of
their small-signal parameters. In particular, MOS transistors have essentially infinite input
resistance from the gate to the source, in contrast with the finite 7, of bipolar transistors. On
the other hand, bipolar transistors have a g, that is usually an order of magnitude larger than
that of MOS transistors biased with the same current. These differences often make one or the
other device desirable for use in different situations. For example, amplifiers with very high
input impedance are more easily realized with MOS transistors than with bipolar transistors.
However, the higher g, of bipolar transistors makes the realization of high-gain amplifiers
with bipolar transistors easier than with MOS transistors. In other applications, the exponential
large-signal characteristics of bipolar transistors and the square-law characteristics of MOS
transistors may each be used to advantage.

As described in Chapter 2, integrated-circuit processes of many varieties now exist. Exam-
ples include processes with bipolar or MOS transistors as the only active devices and combined
bipolar and CMOS devices in BICMOS processes. Because the more complex processes
involve more masking steps and are thus somewhat more costly to produce, integrated-circuit
designers generally use the simplest process available that allows the desired circuit specifi-
cations to be achieved. Therefore, designers must appreciate the similarities and differences
between bipolar and MOS transistors so that appropriate choices of technology can be made.

3.3.1 Common-Emitter Configuration

The resistively loaded common-emitter (CE) amplifier configuration is shown in Fig. 3.7. The
resistor R¢ represents the collector load resistance. The short horizontal line labeled V¢ at
the top of Rc¢ implies that a voltage source of value V¢ is connected between that point
and ground. This symbol will be used throughout the book. We first calculate the dc transfer
characteristic of the amplifier as the input voltage is increased in the positive direction from

Figure 3.7 Resistively loaded common-emitter amplifier.
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Vee
Rc
¢———o +
VO
I - - o
b Flgl..lre 3.8 I.darg.e s1gnal
= equivalent circuit valid
+ This diode hasa |t v when the transistor is in the
Vi saturation current of ¥V, I, =Igexp (%) = Bel, forward-active region. The
- Is - T saturation current of the
Br equivalent base-emitter

= = diode is I5/fF.

zero. We assume that the base of the transistor is driven by a voltage source of value V;. When
Vi is zero, the transistor operates in the cutoff state and no collector current flows other than the
leakage current /¢ . As the input voltage is increased, the transistor enters the forward-active
region, and the collector current is given by

V.
I = Ig exp V—’ (3.8)
T

The equivalent circuit for the amplifier when the transistor operates in the forward-active region
was derived in Chapter 1 and is repeated in Fig. 3.8. Because of the exponential relationship
between I and Vj,, the value of the collector current is very small until the input voltage
reaches approximately 0.5 V. As long as the transistor operates in the forward-active region,
the base current is equal to the collector current divided by BF, or

I. Is Vi
=—=—"—exp—
Br  BF Vr

The output voltage is equal to the supply voltage, Ve, minus the voltage drop across the
collector resistor:

Iy 3.9)

Vi
Vo =Veec — I.Rc = Vee — Rels exp 71 (3.10)
T

When the output voltage approaches zero, the collector-base junction of the transistor becomes
forward biased and the device enters saturation. Once the transistor becomes saturated, the
output voltage and collector current take on nearly constant values:

Vo = VcEGsay (3.11)

I — Vee — VeEay (3.12)
Rc

The base current, however, continues to increase with further increases in V;. Therefore, the
forward current gain /. / I}, decreases from S as the transistor leaves the forward-active region
of operation and moves into saturation. In practice, the current available from the signal source
is limited. When the signal source can no longer increase the base current, V; is maximum. The
output voltage and the base current are plotted as a function of the input voltage in Fig. 3.9.
Note that when the device operates in the forward-active region, small changes in the input
voltage can give rise to large changes in the output voltage. The circuit thus provides voltage
gain. We now proceed to calculate the voltage gain in the forward-active region.
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v,V
Vee
Forward-active
region
Saturation
/ region
Ver (sat) L : | V.V
0.5 g 1 1.5 v
aturation
I, A region
Forward-active
L/é / region
| | -V
0.5 1 1.5 Vi
Saturation Figure 3.9 Output voltage and base current as a
region function of V; for the common-emitter circuit.

While incremental performance parameters such as the voltage gain can be calculated from
derivatives of the large-signal analysis, the calculations are simplified by using the small-signal
hybrid-7 model for the transistor developed in Chapter 1. The small-signal equivalent circuit
for the common-emitter amplifier is shown in Fig. 3.10. Here we have neglected r;, assuming
that it is much smaller than r;. We have also neglected r,. This equivalent circuit does not
include the resistance of the load connected to the amplifier output. The collector resistor R¢
is included because it is usually present in some form as a biasing element. Our objective is to
characterize the amplifier alone so that the voltage gain can then be calculated under arbitrary
conditions of loading at the input and output. Since the common-emitter amplifier is unilateral
when 7, is neglected, we will calculate the small-signal input resistance, transconductance,
and output resistance of the circuit as explained in Section 3.2.

The input resistance is the Thévenin-equivalent resistance seen looking into the input. For
the CE amplifier,

b
Ri=—=ry= Lid (3.13)
lj 8m
ii in
iy o
O O
+ + +

- ) —  Figure 3.10 Small-signal

j_ J_ _T_ equivalent circuit for the CE

= = = amplifier.
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The transconductance G, is the change in the short-circuit output current per unit change of
input voltage and is given by
lo

G = = 8&m (3.14)

vo=0

Vi

Equation 3.14 shows that the transconductance of the CE amplifier is equal to the transcon-
ductance of the transistor. The output resistance is the Thévenin-equivalent resistance seen
looking into the output with the input shorted, or

Vo
Ry = — =Rc | (3.15)
o |y;=0
The open-circuit, or unloaded, voltage gain is
v
ay= — = —gm(ro | Rc) (3.16)
Vi li,=0

If the collector load resistor R¢ is made very large, then a,, becomes

Ic 'V, 1% 1
im ay = —gmro = — v A=A (3.17)
Rc—00 Vr Ic Vr n
where I¢ is the dc collector current at the operating point, Vr is the thermal voltage, V4 is
the Early voltage, and 7 is given in (1.114). This gain represents the maximum low-frequency
voltage gain obtainable from the transistor. It is independent of the collector bias current for
bipolar transistors, and the magnitude is approximately 5000 for typical npn devices.

Another parameter of interest is the short-circuit current gain a;. This parameter is the
ratio of i,, to i; when the output is shorted. For the CE amplifier,

i Gy
ai =~ =~ =&z = bo (3.18)

L |y,=0 -

R;

EXAMPLE
(a) Find the input resistance, output resistance, voltage gain, and current gain of the common-
emitter amplifier in Fig. 3.11a. Assume that Ic = 100 pA, Bo = 100, r, = 0, and r, — 0.

_ Bo _ 100 (26 mV)

~ =26kQ
gm 100 pA

100 pA
ay = —gmRe ~ — < T 1:1LV > (5kQ)~—19.2

a; :/3(): 100

(b) Calculate the voltage gain of the circuit of Fig. 3.115. Assume that Vgjas is adjusted so
that the dc collector current is maintained at 100 pA.

R;
vV =V ——
! y Rs + R;

R4
Vo =—Guvi(R, || RL) = =G <W> (Ro || R) vs

vo 1 26 kQ (10kQ)(5kQ)] 75
v 2602 ) \26kQ+20kQ /) | 10kQ+5kQ |~




178 Chapter 3 = Single-Transistor and Multiple-Transistor Amplifiers

If-\+

O +

@ G S Re=5kQ

S

(L
G = (260

)A/V

(o)
Figure 3.11 (a) Example amplifier circuit. (b) Circuit for calculation of voltage gain with typical source
and load resistance values.

3.3.2 Common-Source Configuration

1

I

ZR=10k2 v,

The resistively loaded common-source (CS) amplifier configuration is shown in Fig. 3.12a
using an n-channel MOS transistor. The corresponding small-signal equivalent circuit is shown
in Fig. 3.12b. As in the case of the bipolar transistor, the MOS transistor is cutoff for V; = 0 and
thus I; = 0 and V,, = Vpp. As V; is increased beyond the threshold voltage V;, nonzero drain
current flows and the transistor operates in the active region (which is often called saturation
for MOS transistors) when V,, > Vs — V;. The large-signal model of Fig. 1.30 can then be
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VDD
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U S
N
+ v,
Vi
- 4 Figure 3.12 (a) Resistively loaded, common-source
= = amplifier. (b) Small-signal equivalent circuit for the
(a) common-source amplifier.
ii ia
il -
(o, O
+ +

ol
ol

used together with (1.157) to derive
V, = Vpp — IzRp (3.19)

_ Han Cox K

= Vpp 7 Ro (Vi — Vo)? (3.20)

The output voltage is equal to the drain-source voltage and decreases as the input increases.
When V, < Vgs — V;, the transistor enters the triode region, where its output resistance
becomes low and the small-signal voltage gain drops dramatically. In the triode region, the out-
put voltage can be calculated by using (1.152) in (3.19). These results are illustrated in the plot
of Fig. 3.13. The slope of this transfer characteristic at any operating point is the small-signal

VU
/Cutoff region
VDD
Active region
Vps=Ves—V; Triode region
) 1' é é V(V)  Figure 3.13 Output voltage
versus input voltage for the

common-source circuit.
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voltage gain at that point. The MOS transistor has much lower voltage gain in the active region
than does the bipolar transistor; therefore, the active region for the MOS CS amplifier extends
over a much larger range of V; than in the bipolar common-emitter amplifier.

Since the source and body of the MOS transistor both operate at ac ground, v,y = 0 in
Fig. 1.36; therefore, the g, generator is omitted in Fig. 3.12b. As a result, this circuit is
topologically identical to the small-signal equivalent circuit for the common-emitter amplifier
shown in Fig. 3.10. The CS amplifier is unilateral because it contains no feedback. Therefore,
the low-frequency behavior of this circuit can be characterized using the transconductance,
input resistance, and output resistance as described in Section 3.2.

The transconductance G, is

o
Gy =— = &m (3.21)

Vi vo=0

Equation 3.21 shows that the transconductance of the CS amplifier is equal to the transconduc-
tance of the transistor, as in a common-emitter amplifier. Since the input of the CS amplifier is
connected to the gate of an MOS transistor, the dc input current and its low-frequency, small-
signal variation #; are both assumed to equal zero. Under this assumption, the input resistance
R; is
Vi
R = - — 0 (3.22)
1
Another way to see this result is to let 8o — oo in (3.13) because MOS transistors behave like
bipolar transistors with infinite Sy. The output resistance is the Thévenin-equivalent resistance
seen looking into the output with the input shorted, or

Ro==%|  =Rpln (3.23)
Lo vi=0
The open-circuit, or unloaded, voltage gain is
Vo
ay = — = —8m(ro || Rp) (3.24)
Vi li,=0

If the drain load resistor Rp is replaced by a current source, Rp — 0o and a,, becomes

lim a, = —gmro (3.25)

Rp—o0

Equation 3.25 gives the maximum possible voltage gain of a one-stage CS amplifier. This
result is identical to the first part of (3.17) for a common-emitter amplifier. In the case of
the CS amplifier, however, g, is proportional to /Tp from (1.180) whereas r, is inversely
proportional to /p from (1.194). Thus, we find in (3.25) that the maximum voltage gain per
stage is proportional to 1/+/Ip. In contrast, the maximum voltage gain in the common-emitter
amplifier is independent of current. A plot of the maximum voltage gain versus /p for a typical
MOS transistor is shown in Fig. 3.14. At very low currents, the gain approaches a constant
value comparable to that of a bipolar transistor. This region is sometimes called subthreshold,
where the transistor operates in weak inversion and the square-law characteristic in (1.157) is
no longer valid. As explained in Section 1.8, the drain current becomes an exponential function
of the gate-source voltage in this region, resembling the collector-current dependence on the
base-emitter voltage in a bipolar transistor.
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Maximum MOSFET
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Subthreshold
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Figure 3.14 Typical variation
10! | | | L L I(A)  of maximum MOSFET voltage
108 107 10°% 10° 10* 107 gain with bias current.

Using (1.194), the limiting gain given by (3.25) can also be expressed as

m ay = —gmro = — " Ipry = 5" v, (3.26)
Rp—o00 ID ]D

In the square-law region in Fig. 3.14, substituting (1.181) into (3.26) gives
. Va 2V,
lim ay=——7—"——=—
Rp—o00 (Ves — V)/2 Vov

where V,, = Vgs — V; is the gate overdrive. Since the gate overdrive is typically an order of
magnitude larger than the thermal voltage Vr, the magnitude of the maximum gain predicted
by (3.27) is usually much smaller than that predicted by (3.17) for the bipolar case. Substituting

(1.163) into (3.27) gives

2L dxy\ !

lim a, = ———< d (3.28)
Rp—00 Vos — Vi \dVps

(3.27)

EXAMPLE

Find the voltage gain of the common-source amplifier of Fig 3.12a with Vpp =5V,
Rp = 5kQ,k' = 11y Cox = 100 pA/V?, W =50 um, L = 1 pm, V, = 0.8V, Ly = 0, X4 = 0,
and A = 0. Assume that the bias value of V;is 1 V.

To determine whether the transistor operates in the active region, we first find the dc output
voltage Vo = Vpg. If the transistor operates in the active region, (1.157) gives

K'w 100 50
Ip="7— (Vos — V)2 = - X 107 x T - 0.8)% = 100 pA

Then
Vo=Vps=Vpp—IpRp =5V — (0.1 mA)S5kQ) =45V

Since Vps =4.5V > Vgs — V; = 0.2 V, the transistor does operate in the active region, as
assumed. Then from (1.180),

w 50 A
gm =K (Vas = Vi) = 100 x 100 x (1 0.8) = 1000 “7



182  Chapter 3 = Single-Transistor and Multiple-Transistor Amplifiers

Then since A = 0, V4 — oo and (3.24) gives

Note that the open-circuit voltage gain here is much less than in the bipolar example in Section
u 3.3.1 even though the dc bias currents are equal.

3.3.3 Common-Base Configuration

In the common-base (CB) configuration,* the input signal is applied to the emitter of the
transistor, and the output is taken from the collector. The base is tied to ac ground. The common-
base connection is shown in Fig. 3.15. While the connection is not as widely used as the
common-emitter amplifier, it has properties that make it useful in certain circumstances. In
this section, we calculate the small-signal properties of the common-base stage.

The hybrid-7 model provides an accurate representation of the small-signal behavior of the
transistor independent of the circuit configuration. For the common-base stage, however, the
hybrid-7 model is somewhat cumbersome because the dependent current source is connected
between the input and output terminals.* The analysis of common-base stages can be simplified
if the model is modified as shown in Fig. 3.16. The small-signal hybrid-w model is shown in
Fig. 3.16a. First note that the dependent current source flows from the collector terminal to
the emitter terminal. The circuit behavior is unchanged if we replace this single current source
with two current sources of the same value, one going from the collector to the base and the
other going from the base to the emitter, as shown in Fig. 3.16b. Since the currents fed into and
removed from the base are equal, the equations that describe the operation of these circuits
are identical. We next note that the controlled current source connecting the base and emitter
is controlled by the voltage across its own terminals. Therefore, by the application of Ohm’s
law to this branch, this dependent current source can be replaced by a resistor of value 1/g,.
This resistance appears in parallel with 7, and the parallel combination of the two is called
the emitter resistance r,.

1 |
_— (3.29)

g J— —
"y S Bo

The new equivalent circuit is called the T model and is shown in Fig. 3.16¢. It has terminal
properties exactly equivalent to those of the hybrid-w model but is often more convenient to
use for common-base calculations. For dc and low input frequencies, the capacitors C, and
C,, appear as high-impedance elements and can be neglected. Assume at first that 7, = 0 and
ro — 00 so that the circuit is unilateral. When r, is also neglected, the model reduces to the
simple form shown in Fig. 3.16d. Using the T model under these conditions, the small-signal

Vee

+
o

=

O +
Vn

Figure 3.15 Typical common-base amplifier.
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(d)
Figure 3.16 Generation of emitter-current-controlled T model from the hybrid-n. (@) Hybrid-7 model.
(b) The collector current source g, v, is changed to two current sources in series, and the
point between them attached to the base. This change does not affect the current flowing in the
base. (¢) The current source between base and emitter is converted to a resistor of value 1/g,,.
(d) T model for low frequencies, neglecting r,, r,,, and the charge-storage elements.
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¥
Ve 8mVe Re Vo

— - _ Figure 3.17 Small-signal equivalent
l circuit of the common-base stage; r,,
= = 1y, and r,, are assumed negligible.

. I
Vi e

equivalent circuit of the common-base stage is shown in Fig. 3.17. By inspection of Fig. 3.17,
the short-circuit transconductance is

Gm = 8gm (3.30)
The input resistance is just the resistance r,:
Ri=r, (3.31)
The output resistance is given by
R, = Rc (3.32)
Using these parameters, the open-circuit voltage gain and the short-circuit current gain are
ay = GuRy = gmRc (3.33)
ai = GuR; =gmre = o (3.34)

Comparing (3.31) and (3.13) shows that the input resistance of the common-base config-
uration is a factor of (Bp + 1) less than in the common-emitter configuration. Also, comparing
(3.34) and (3.18) shows that the current gain of the common-base configuration is reduced by
a factor of (Bp + 1) compared to that of the common-emitter configuration.

Until now, we have assumed that r;, is negligible. In practice, however, the base resistance
has a significant effect on the transconductance and the input resistance when the common-base
stage is operated at sufficiently high current levels. To recalculate these parameters with rj, > 0,
assume the transistor operates in the forward-active region and consider the small-signal model
shown in Fig. 3.18. Here, the transconductance is

Ve
=8&m () (3.35)
vo=0 Vi

To find the relationship between v, and v;, Kirchoft’s current law (KCL) and Kirchoff’s
voltage law (KVL) can be applied at the internal base node (node (1)) and around the input
loop, respectively. From KCL at node (1),

o
Gp ==
Vi

8mVe + W =0 (3.36)
b Te

—_— B
+ +
V(’ rf.’ gmv
+
v; B @ Rcé v,
+ 3_
Vb Tp
R Figure 3.18 Small-signal model of the
o common-base stage with r, > 0.
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From KVL around the input loop,

Vi=Ve+Vp (3.37)
Solving (3.37) for v, substituting into (3.36), and rearranging gives
Vi g 8m (3.38)
Ve Bo I'r
Substituting (3.38) into (3.35) gives
G = - Em (3.39)
-

Similarly, the input resistance in Fig. 3.18 is

Ri==t=— =’e<w) (3.40)

i Ve/re Ve

Substituting (3.38) into (3.40) gives

Ri—r. (1 N ’l’) _x (1 N rh) (3.41)
I'n 8m I'n

Thus if the dc collector current is large enough that r,; is comparable with ry, then the effects
of base resistance must be included. For example, if 7, = 100 2 and Sy = 100, then a collector
current of 26 mA makes r, and r; equal.

The main motivation for using common-base stages is twofold. First, the collector-base
capacitance does not cause high-frequency feedback from output to input as in the common-
emitter amplifier. As described in Chapter 7, this change can be important in the design of
high-frequency amplifiers. Second, as described in Chapter 4, the common-base amplifier can
achieve much larger output resistance than the common-emitter stage in the limiting case where
Rc — 00. As a result, the common-base configuration can be used as a current source whose
current is nearly independent of the voltage across it.

3.3.4 Common-Gate Configuration

In the common-gate configuration, the input signal is applied to the source of the transistor, and
the output is taken from the drain while the gate is connected to ac ground. This configuration
is shown in Fig. 3.19, and its behavior is similar to that of a common-base stage.

As in the analysis of common-base amplifiers in Section 3.3.3, the analysis of common-
gate amplifiers can be simplified if the model is changed from a hybrid-7 configurationtoa T
model, as shown in Fig. 3.20. In Fig. 3.20a, the low-frequency hybrid-7 model is shown. Note
that both transconductance generators are now active. If the substrate or body connection is
assumed to operate at ac ground, then v, = vgs because the gate also operates at ac ground.

Vpp

Rp

+
o

i
.||_c|> =

Figure 3.19 Common-gate configuration.
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1 + Figure 3.20 Conversion from hybrid-7 to T model.
G Gy =8 (8m + 8mp) Vg (a) Low-frequency hybrid- model. (b) The two
G dependent sources are combined. (¢) The combined
source is converted into two sources. (d) The current
= source between the source and gate is converted into
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Therefore, in Fig. 3.20b, the two dependent current sources are combined. In Fig. 3.20c, the
combined current source from the source to the drain is replaced by two current sources: one
from the source to the gate and the other from the gate to the drain. Since equal currents are
pushed into and pulled out of the gate, the equations that describe the operation of the circuits
in Figs. 3.20b and 3.20c¢ are identical. Finally, because the current source from the source to
the gate is controlled by the voltage across itself, it can be replaced by a resistor of value
1/(gm + gmp)- as in Fig. 3.20d.

If r, is finite, the circuit of Fig. 3.20d is bilateral because of feedback provided through
ro. At first, we will assume that r, — oo so that the circuit is unilateral. Using the T model
under these conditions, the small-signal equivalent circuit of the common-gate stage is shown
in Fig. 3.21. By inspection of Fig. 3.21,

Gy = 8m + &mb (3.42)
- (3.43)
T 8m + 8mb .

R,=Rp (3.44)
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vsg (gm + gmb) ng RD Vo

_ ) Figure 3.21 Small-signal equiv-
_T_ J_ alent circuit of the common-gate
= = stage; r, is assumed negligible.

Using these parameters, the open-circuit voltage gain and the short-circuit current gain are

ay=GuRy = (gm + &mupv)RD (3.45)
ai =GuRi =1 (3.46)

3.3.5 Common-Base and Common-Gate Configurations with Finite r,

In calculating the expressions for G,,, R;, and R, of the common-base and common-gate
amplifiers, we have neglected the effects of r,. Since r, is connected from each amplifier
output back to its input, finite r, causes each circuit to be bilateral, making the input resistance
depend on the connection at the amplifier output. Let R = R¢ in Fig. 3.17 or R=Rp in
Fig. 3.21, depending on which circuit is under consideration. When R becomes large enough
that it is comparable with r,, r, must be included in the small-signal model to accurately
predict not only the input resistance, but also the output resistance. On the other hand, since
the transconductance is calculated with the output shorted, the relationship between r, and R
has no effect on this calculation, and the effect of finite r, on transconductance can be ignored
ifro, > 1/Gyy.

3.3.5.1 Common-Base and Common-Gate Input Resistance

Figure 3.22a shows a small-signal T model of a common-base or common-gate stage including
finite r,, where Rj(idear) i1s given by (3.31) for a common-base amplifier or by (3.43) for a
common-gate amplifier. Also, R represents Rc in Fig. 3.17 or Rp in Fig. 3.21. Connections
to the load and the input source are shown in Fig. 3.22a to include their contributions to the
input and output resistance, respectively. In Fig. 3.22a, the input resistance is R; = v1/i;. To
find the input resistance, a simplified equivalent circuit such as in Fig. 3.22b is often used.
Here, a test voltage source v, is used to drive the amplifier input, and the resulting test current
i; is calculated. KCL at the output node in Fig. 3.22b gives

Vo Vo — V¢

=G 3.47
R Ry + r mVt ( )

KCL at the input in Fig. 3.22b gives

1% Vi — V.
ip=—a 4 L0 (3.48)
Ri(idear) To

Solving (3.47) for v, and substituting into (3.48) gives

i 1 1 p
A +—|1-—Te_ (3.49)
Ve Rideal) 7o 1 1

+
R R To




188  Chapter 3 = Single-Transistor and Multiple-Transistor Amplifiers

i____R__] R; l__________________i R, i_____'l
s | T |
| J |_> | A‘Xf\l | <—l | I
| T =T L
I Vs : | V1= Riidea) G RZVo | I R I
' | I - I |
| " 1 | l |
[ - - _ _ L
Input generator Amplifier model Load model
model
(a)
i r,
—_—
A
T W "
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(c)
Figure 3.22 (a) Model of common-base and common-gate amplifiers with finite r,, showing con-
nections to the input source and load. (b) Equivalent circuit for calculation of R;. (¢) Equivalent
circuit for calculation of R,.

Rearranging (3.49) gives
R| R
Ri=2t = ro+ R Ry (3.50)

T ro+R| R
i GuR | Ry + o R R
Ri(idear)

Common-Base Input Resistance. For the common-base amplifier, G,, = g;, from (3.30),
and R;(ideal) = re = o0/ gm from (3.31). Substituting (3.30) and (3.31) into (3.50) with R = R¢
and rearranging gives

v ro+ Re |l RL ro+ Re |l R
Ri= i - (()R I Rr) o 8m - (3.51)
oo 8mIRC N RL) | 8mlo 1 4 S2(Re || R + (Bo+ 1) 1)
+ + 5
Bo a0 0
From (3.51), when (8o + 1)r, > Rc || Ry,
R R
R ~ % (3.52)
1+ mro
@0
From (3.52), when g,,7, > o,
o oo (R R oo (R R
R~ %0 0 (R |l L)=re+ 0 (Re |l Rp) (3.53)

8m 8mTo 8mlo
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The first term on the right side of (3.53) is the same as in (3.31), where the common-base
amplifier was unilateral because infinite r, was assumed. The second term shows that the input
resistance now depends on the connection to the output (because finite r, provides feedback
and makes the amplifier bilateral). The second term is about equal to the resistance at the
amplifier output divided by the G, 7, product. When r, > (R¢ || Ry), the effect of the second
term can be neglected.

Common-Gate Input Resistance. For the common-gate amplifier, G,, = (g, + gmp) from
(3.42) and R;(ideaty = 1/(gm + &mp) from (3.43). Substituting (3.42) and (3.43) into (3.50) with
R = Rp and rearranging gives

_ Vi _ Tot+RplRL (3.54)
iy 1+ (gm + &mb) o '

When (g, + gmp) ro > 1,

1 R R
8m + &mb (&m + &mb) To

The first term on the right side of (3.55) is the same as in (3.43), where the common-gate
amplifier was unilateral because infinite r, was assumed. The second term is about equal to the
resistance at the amplifier output divided by the G,,r, product and shows the effect of finite
ro, which makes the circuit bilateral. When r, > (Rp || Rpr), the effect of the second term can
be neglected. Neglecting the second term usually causes only a small error when Rp here or
Rc in the common-base case is built as a physical resistor even if the amplifier is unloaded
(Rp — 00). However, when Rp or R is replaced by a transistor current source, the effect of
the second term can be significant. Chapter 4 describes techniques used to construct transistor
current sources that can have very high equivalent resistance.

3.3.5.2 Common-Base and Common-Gate Output Resistance

The output resistance in Fig. 3.22a is R, = v, /i, with vy = 0. For this calculation, consider
the equivalent circuit shown in Fig. 3.22¢, where vy = 0. A test voltage v, is used to drive the
amplifier output, and the resulting test current i, can be calculated. Since R appears in parallel
with the amplifier output, the calculation will be done in two steps. First, the output resistance
with R — oo is calculated. Second, this result is placed in parallel with R to give the overall
output resistance. From KCL at the input node in Fig. 3.22¢,

" LS & (O (3.56)
Rs  Ri(idean To '

With R — oo, KCL at the output node gives

Vi — V1

ii=—-Guvi + (3.57)
To
Solving (3.56) for v| and substituting into (3.57) gives
Gy + !
p_1_1 T (3.58)
Ve Fo  To 1 1 1 '
+ P

Rs  Rigidea) 7o
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( 1 N 1 N 1)
(- =
vi  “\Rs  Rigdea) To

Rearranging (3.58) gives

= 0 i (3.59)
1 . _ Gm
Rs  Rigidean
With finite R, the output resistance is
( 1 n 1 n 1)
ro| —+ ——+ + —
R Ri
R,=R|| (W) =R e i (3.60)
Iy o +

- -G
Rs  Riidean) "

Common-Base Output Resistance. For the common-base amplifier, G,, = g, from (3.30)
and Rj(ideal) = e = 00/&gm from (3.31). Substituting (3.30) and (3.31) into (3.60) and rear-
ranging gives

r
ro + R (1+ 8m 0>
$00)

Rs

I'n

R,=R| (3.61)

I+

The term in brackets on the right side of (3.61) shows that the output resistance of the common-
base amplifier depends on the resistance of the input source Rg when r, is finite. For example,
if the input comes from an ideal voltage source, Rg = 0 and

R,=R| 7 (3.62)

On the other hand, if the input comes from an ideal current source, Rs — oo and

I
R, —R| KW> rﬂ} (3.63)
%)
From (3.61), when Rg < ry,
I
Ry=R| {ro + Rs (Zg’"rﬂ (3.64)
0

From (3.64), when g;,r, > «p and g, Rs > o,

R,~R| (g’”r” RS) (3.65)
o

The term in parentheses in (3.65) is about equal to the input source resistance multiplied by
the G, r, product. Therefore, (3.65) and (3.53) together show that the common-base amplifier
can be thought of as a resistance scaler, where the resistance is scaled up from the emitter to
the collector and down from the collector to the emitter by a factor approximately equal to the
G 1o product in each case.

Common-Gate Output Resistance. For the common-gate amplifier, G, = (gm + gmp)
from (3.42) and R;¢ideal) = 1/(gm + &msp) from (3.43). Substituting (3.42) and (3.43) into (3.60)
and rearranging gives

Ry =R | [ro + Rs (1 + (gm + gmb) 0)] (3.66)
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From (3.66), when (g, + gmp) ro > 1 and (g, + gmp) Rs > 1,
Ro = R || ((gm + &mb) roRs) (3.67)

The term in parentheses in (3.67) is equal to the input source resistance multiplied by the G, r,
product. Therefore, (3.67) and (3.55) together show that the common-gate amplifier is also a
resistance scaler, where the resistance is scaled up from the source to the drain and down from
the drain to the source by a factor approximately equal to the G,,r, product in each case.

3.3.6 Common-Collector Configuration (Emitter Follower)

The common-collector connection is shown in Fig. 3.23a. The distinguishing feature of this
configuration is that the signal is applied to the base and the output is taken from the emitter.*
From a large-signal standpoint, the output voltage is equal to the input voltage minus the
base-emitter voltage. Since the base-emitter voltage is a logarithmic function of the collector
current, the base-emitter voltage is almost constant even when the collector current varies. If
the base-emitter voltage were exactly constant, the output voltage of the common-collector
amplifier would be equal to the input voltage minus a constant offset, and the small-signal gain
of the circuit would be unity. For this reason, the circuit is also known as an emitter follower
because the emitter voltage follows the base voltage. In practice, the base-emitter voltage is not
exactly constant if the collector current varies. For example, (1.82) shows that the base-emitter
voltage must increase by about 18 mV to double the collector current and by about 60 mV to
increase the collector current by a factor of 10 at room temperature. Furthermore, even if the
collector current were exactly constant, the base-emitter voltage depends to some extent on
the collector-emitter voltage if the Early voltage is finite. These effects are most easily studied
using small-signal analysis.

+ —_— +
Vs
- R Yo
L —
— BIAS
1 Ve
(@)
Ry i;
= 1
Vi
Vs — R. 1 'z ) 8mV1 =ﬁoii § To
§ l | .
- i
R ——_—
= - O +
Vo

()
Figure 3.23 (a) Common-collector configuration. (b) Small-signal equivalent circuit of the emitter-
follower circuit including R, and Rj.
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The appropriate small-signal transistor model is the hybrid-m, and the small-signal equiv-
alent circuit is shown in Fig. 3.23b. When the input voltage v, increases, the base-emitter
voltage of the transistor increases, which increases the output current i,. However, increasing
i, increases the output voltage v,, which decreases the base-emitter voltage by negative feed-
back. Negative feedback is covered thoroughly in Chapter 8. The key point here is that the
common-collector configuration is not unilateral. As a result, the input resistance depends on
the load resistor Ry, and the output resistance depends on the source resistance Rg. Therefore,
the characterization of the emitter follower by the corresponding equivalent two-port network
is not particularly useful for intuitive understanding. Instead, we will analyze the entire emitter-
follower circuit of Fig. 3.23b, including both the source resistance Rg and the load resistor
Ry. From KCL at the output node, we find

Vs — Vo Vs — Vo Vo Vo
—_— 4+ —— ) —-— = —=0 3.68)
Rs +ry ‘BO<RS+rn> Ry To (
from which we find
Vo 1
— = 3.69
Vg Rs +ry ( )

(Bo+ D(R | 7o)

If the base resistance r}, is significant, it can simply be added to Rg in these expressions. The
voltage gain is always less than unity and will be close to unity if By (R, || o) > (Rs + rx).
In most practical circuits, this condition holds. Note that because we have included the source
resistance in this calculation, the value of v, /v is not analogous to a, calculated for the CE
and CB stages. When r; > Rg, Bo > 1, and r, > Ry, (3.69) can be approximated as

Vo 8mRL

N~ (3.70)
Vs 1+ gmRyL

We calculate the input resistance R; by removing the input source, driving the input with
a test current source iy, and calculating the resulting voltage v; across the input terminals. The
circuit used to do this calculation is shown in Fig. 3.24a. From KCL at the output node,

y V
—Z 4+ =2 =i+ Bois (3.71)
Ry ro
Then the voltage v; is
. . iy + Boi
Ve =igrr + Vo = igrn + 37’301’ (3.72)
RL 'y
and thus
V
Ri=-"=rz+Bo+ DRL Il ) (3.73)

I

A general property of emitter followers is that the resistance looking into the base is equal to
rz plus (Bo + 1) times the incremental resistance connected from the emitter to small-signal
ground. The factor of By 4 1 in (3.73) stems from the current gain of the common-collector
configuration from the base to the emitter, which increases the voltage drop on the resistance
connected from the emitter to small-signal ground and its contribution to the test voltage v,
in (3.72).

We now calculate the output resistance R, by removing the load resistance Ry, and finding
the Thévenin-equivalent resistance looking into the output terminals. We can do this by either
inserting a test current and calculating the resulting voltage or applying a test voltage and
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EmV1 To

Figure 3.24 (a) Circuit for calculation of the input
resistance of the emitter follower. (b) Circuit for
calculation of the output resistance of the emitter
follower. (c¢) Example emitter follower.

= = +

calculating the current. In this case, the calculation is simpler if a test voltage v, is applied as
shown in Fig. 3.24b. The voltage v is given by

Vi = -, (r”) (3.74)
rr + Rg
The total output current i; is thus
Therefore,
Ry= 3 = <r” - RS) I 7o (3.76)
I Bo+1
If Bo > 1andro > (1/gm) + Rs/(Bo + 1),
1 Ry
R, >~ — + (3.77)
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Equation 3.77 shows that the resistance at the output is about equal to the resistance in the
base lead, divided by (Bp + 1), plus 1/g,. In (3.77), Rg is divided by By + 1 because the base
current flows in Rg, and the base current is g + 1 times smaller than the emitter current.

Therefore, the emitter follower has high input resistance, low output resistance, and near-
unity voltage gain. It is most widely used as an impedance transformer to reduce loading of a
preceding signal source by the input impedance of a following stage. It also finds application
as a unity-voltage-gain level shift because the dc output voltage is shifted from the dc input
voltage by Vg on)-

[ EXAMPLE

Calculate the input resistance, output resistance, and voltage gain of the emitter follower of
Fig. 3.24¢. Assume that 8y = 100, r, = 0, r, = 00, and I¢ = 100 pA.

Ri = rx + Ry (1+ Bo) = 26 k2 + (1 kQ)(101) = 127 kQ

= : = : ~0.79
ve L Tt Rs T 26kQ+TkQ T
(Bo+ DRy (101)(1 k)
R 1kQ 426 k&
Ry= ~5H7m _ i ~270Q
1+ Bo 101

3.3.7 Common-Drain Configuration (Source Follower)

The common-drain configuration is shown in Fig. 3.25a. The input signal is applied to the gate
and the output is taken from the source. From a large-signal standpoint, the output voltage
is equal to the input voltage minus the gate-source voltage. The gate-source voltage consists
of two parts: the threshold and the overdrive. If both parts are constant, the resulting output

Vop
e
V; S
+
- R, v
= = Figure 3.25 (a) Common-drain configuration. (b) Small-signal
(a) equivalent circuit of the common-drain configuration.
L L

+
v C) 8mVes 8mbVbs = ~8mbVs

ol
=
<
=
)
1]
=
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voltage is simply offset from the input, and the small-signal gain would be unity. Therefore, the
source follows the gate, and the circuit is also known as a source follower. In practice, the body
effect changes the threshold voltage, and the overdrive depends on the drain current, which
changes as the output voltage changes unless R;, — oo. Furthermore, even if the current were
exactly constant, the overdrive depends to some extent on the drain-source voltage unless the
Early voltage is infinite. We will use small-signal analysis to study these effects.

The small-signal equivalent circuit is shown in Fig. 3.25b. Since the body terminal is not
shown in Fig. 3.25a, we assume that the body is connected to the lowest supply voltage (ground
here) to keep the source-body pn junction reverse biased. As a result, v,; changes when the
output changes because the source is connected to the output, and the g, generator is active
in general.

From KVL around the input loop,

Vi = Vg5 + Vo (3.78)
With the output open circuited, i, = 0, and KCL at the output node gives
v %
8mVgs — 8mbVo — Ril; - 7: =0 (3.79)

Solving (3.78) for vy, substituting into (3.79), and rearranging gives

Vo 8m 8mTo

= = (3.80)
Vilip=0 +gb+i+i 1+ (8 + 8mb) 7o +
m m RL ro RL
If Ry — o0, (3.80) simplifies to
lim 2° = EmTo (3.81)
Rp—o0 v; iy =0 L+ (gm + &mb) 7o

Equation 3.81 gives the open-circuit voltage gain of the source follower with the load resistor
replaced by an ideal current source. If r, is finite, this gain is less than unity even if the body
effect is eliminated by connecting the source to the body to deactivate the g;,, generator. In this
case, variation in the output voltage changes the drain-source voltage and the current through
r,. From a large-signal standpoint, solving (1.165) for Vs — V; shows that the overdrive also
depends on the drain-source voltage unless the channel-length modulation parameter A is zero.
This dependence causes the small-signal gain to be less than unity.

A significant difference between bipolar and MOS followers is apparent from (3.80). If
R; — oo and r, — o0,

1
lim 22 =_ 8" _ (3.82)
Rz v gmt+gmp 14X

Equation 3.82 shows that the source-follower gain is less than unity under these conditions and
that the gain depends on x = g,/ gm, Which is typically in the range of 0.1 to 0.3. In contrast,
the gain of an emitter follower would be unity under these conditions. As a result, the source-
follower gain is not as well specified as that of an emitter follower when body effect is a factor.
Furthermore, (1.200) shows that yx depends on the source-body voltage which is equal to V,
when the body is connected to ground. Therefore, the gain calculated in (3.82) depends on the
output voltage, causing distortion to arise for large-signal changes in the output as shown in
Section 5.3.2. To overcome these limitations in practice, the type of source follower (n-channel
or p-channel) can be chosen so that it can be fabricated in an isolated well. Then the well can
be connected to the source of the transistor, setting Vsp = 0 and vy, = 0. Unfortunately, the
parasitic capacitance from the well to the substrate increases the capacitance attached to the
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source with this connection, reducing the bandwidth of the source follower. The frequency
response of source followers is covered in Chapter 7.
The output resistance of the source follower can be calculated from Fig. 3.25b by setting

v; = 0 and driving the output with a voltage source v,,. Then vgg = —v,, and i, is
. Vo Vo
lop=—+ — 4+ 8&nVo + &mubVo (3.83)
To Ry,
Rearranging (3.83) gives
1
Ry =22 = — (3.84)
i
¢ gm + &mb+ —+ —
To Rp

Equation 3.84 shows that the body effect reduces the output resistance, which is desirable
because the source follower produces a voltage output. This beneficial effect stems from the
nonzero small-signal current conducted by the g,,, generator in Fig. 3.25b, which increases
the output current for a given change in the output voltage. As r, — 0o and R; — o0, this
output resistance approaches 1/(g,; + gmp)- The common-gate input resistance given in (3.54)
approaches the same limiting value.

As with emitter followers, source followers are used as voltage buffers and level shifters.
When used as a level shifter, they are more flexible than emitter followers because the dc value
of Vg can be altered by changing the W/ L ratio.

3.3.8 Common-Emitter Ampilifier with Emitter Degeneration

In the common-emitter amplifier considered earlier, the signal is applied to the base, the output
is taken from the collector, and the emitter is attached to ac ground. In practice, however,
the common-emitter circuit is often used with a nonzero resistance in series with the emitter
as shown in Fig. 3.26a. The resistance has several effects, including reducing the transcon-
ductance, increasing the output resistance, and increasing the input resistance. These changes
stem from negative feedback introduced by the emitter resistor Rg. When V; increases, the
base-emitter voltage increases, which increases the collector current. As a result, the voltage
dropped across the emitter resistor increases, reducing the base-emitter voltage compared to
the case where R = 0. Therefore, the presence of nonzero Rg reduces the base-emitter volt-
age through a negative-feedback process termed emitter degeneration. This circuit is examined
from a feedback standpoint in Chapter 8.

In this section, we calculate the input resistance, output resistance, and transconductance of
the emitter-degenerated, common-emitter amplifier. To find the input resistance and transcon-
ductance, consider the small-signal equivalent circuit shown in Fig. 3.26b, and focus on v;, ip,
and i,. From KCL at the emitter,

Ve + ve +ioRc

=(Bo+ Dip (3.85)
RE To
From KCL at the collector,
o R
iy 4+ et IR _ g (3.86)
ro

From KVL around the input loop,

iy = L Ve (3.87)
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Figure 3.26 (a) Common-emitter amplifier with emitter degeneration. (b) Small-signal equivalent
circuit for emitter-degenerated, common-emitter amplifier. (c¢) Circuit for calculation of output
resistance. (d) Small-signal, two-port equivalent of emitter-degenerated CE amplifier.
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Solving (3.85) for i,, substituting into (3.86) and rearranging gives

L+ (B + 1)
0 RC

Ve = Ip i . I . Y (3.88)
Rc Rk  RcRg
Substituting (3.88) into (3.87) and rearranging gives
R
v, ot g j 1
Ri=—=rs+Bo+)Rg | —F2T 3.89
i i =+ (Bo ) Rg ro+ Re + Rz ( )

Ifr, > Rc andr, > Rg, the last term in parentheses in (3.89) is approximately equal to unity
and

Ri~rz+(Bo+1)Rg (3.90)

Because the last term in parentheses in (3.89) is less than one, comparing (3.89) and (3.90)
shows that finite r, reduces the input resistance of the common-emitter amplifier with emitter
degeneration. This reduction stems from nonzero current that flows in r, when r, is finite. If
v; increases, v, follows v; because the base-emitter voltage is approximately constant, but the
collector voltage (—i, Rc) decreases by an amount determined by the small-signal gain from
the base to the collector. Therefore, the current that flows in r,, from the emitter to the collector
increases, increasing the base current and reducing the input resistance. In practice, (3.90) is
usually used to calculate the input resistance. The error in the approximation is usually small
unless the resistances represented by Rc or Rg are large, such as when implemented with
transistors in active-load configurations. Active loads are considered in Chapter 4.

Now we will calculate the transconductance of the stage. First, set Rc = 0 in Fig. 3.26b
because G, = i,/v; with the output shorted. Substituting (3.87) into (3.85) with Rc = 0 and
rearranging gives

(Bo+1)
. '
Ve = Vj i I Bot1 (3.91)
RE ro I'm
Substituting (3.87) and (3.91) into (3.86) with R¢ = 0 and rearranging gives
Rg
G =2 =g ﬂ% 1 (3.92)
Vi
Bo 8mlo
In most practical cases, By > 1, r, > Rg, and g,,7, > 1. Then
8m
Gy~ ——— 3.93
" 1 + ngE ( )

Equation 3.93 is usually used to calculate the transconductance of a common-emitter amplifier
with emitter degeneration.

The output resistance is calculated using the equivalent circuit of Fig. 3.26¢. For the time
being, assume that R is very large and can be neglected. The test current i; flows in the parallel
combination of r; and Rg, so that

vi = —ii(rz || Rp) (3.94)
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The current through r, is

i1 =1l = &nVi =it +i:&m (rx || RE) (3.95)
As a result, the voltage v; is
vi=—vi+itro =i (rz | RE) +itro [1 4 gm (rx || RE)] (3.96)
Thus
R, = %t = (x| RE) + 7o [1 4 8m (rz || RE)] (3.97)

In this equation, the first term is much smaller than the second. If the first term is neglected,
we obtain,

R R R
R, ~r, <1+gm”ﬂ5) S [y Y [ (L JCYTY
I'n Bo
If gmRE < Bo, then
R, ~r1, (1 4+ gnRE) (3.99)

Thus the output resistance is increased by a factor (1 + g, Rg). This fact makes the use of
emitter degeneration desirable in transistor current sources. If the collector load resistor R¢
is not large enough to neglect, it must be included in parallel with the expressions in (3.97)—
(3.99). A small-signal equivalent circuit, neglecting R¢, is shown in Fig. 3.26d. On the other
hand, if g,, R > Bo, (3.98) shows that

Ry >~ ry (1 + Bo) (3.100)

The output resistance is finite even when Rr — oo because nonzero test current flows in r,
when f is finite.

3.3.9 Common-Source Amplifier with Source Degeneration

Source degeneration in MOS transistor amplifiers is not as widely used as emitter degeneration
in bipolar circuits for at least two reasons. First, the transconductance of MOS transistors is
normally much lower than that of bipolar transistors so that further reduction in transconduc-
tance is usually undesirable. Second, although degeneration increases the input resistance in
the bipolar case, R; — oo even without degeneration in the MOS case. However, examining
the effects of source degeneration is important in part because it is widely used to increase the
output resistance of MOS current sources. Also, because small-geometry MOS transistors can
be modeled as ideal square-law devices with added source resistors as shown in Section 1.7.1,
we will consider the effects of source degeneration below.

A common-source amplifier with source degeneration is shown in Fig. 3.27. Its small-
signal equivalent circuit is shown in Fig. 3.28. Because the input is connected to the gate of the
MOS transistor, R; — o0. To calculate the transconductance, set Rp = 0 because G,,, = i,/v;
with the output shorted. Also, since a connection to the body is not shown in Fig. 3.27,
we assume that the body is connected to the lowest power-supply voltage, which is ground.
Therefore, the dc body voltage is constant and v, = 0. From KCL at the source with Rp = 0,

Vs v
o = = g (Vi = V) + g (0= vy) (3.101)
Rs 1o
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Figure 3.27 Common-source amplifier with source
degeneration.

+
Vgs gmvgs 8mbVbs Ty RD Vo
Vi —
(o, = —
+ Figure 3.28 Small-signal
_ Vg Ry equivalent of the source-
_T_ - degenerated, common-
= = source amplifier.
From KCL at the drain with Rp = 0,
. Vs
Ip + 7 =gm (Vi = V) + &up (0 —vy) (3.102)

o

Solving (3.101) for vy, substituting into (3.102), and rearranging gives

Gp = 17 _ gm - (3.103)
! 1+(gm+gmb)RS+r7
o
If r() >> RS9
G Em (3.104)

" 14+ (gm + gmp) Rs

Forlarge Rg, (3.104) shows that the value of G, approaches 1/[(1 4+ x) Rs]. Even in this limit-
ing case, the transconductance of the common-source amplifier with degeneration is dependent
on an active-device parameter x. Since y is typically in the range of 0.1 to 0.3, the body effect
causes the transconductance in this case to deviate from 1/Rg by about 10 to 20 percent. In
contrast, (3.92) indicates that the value of G,, for a common-emitter amplifier with degener-
ation approaches Bo/[(Bo + 1) Rg] for large Rg, assuming that r, > Rg and g7, > 1. If
Bo > 100, the transconductance of this bipolar amplifier is within 1 percent of 1/REg. There-
fore, the transconductance of a common-source amplifier with degeneration is usually much
more dependent on active-device parameters than in its bipolar counterpart.

The output resistance of the circuit can be calculated from the equivalent circuit of
Fig. 3.29, where Rp is neglected. Since the entire test current flows in Rg,

vy = i;Rs (3.105)
Then
Ve =Vs+i1ro = Vs + 1o lir — &n (0 —vy) — gmp (0 —vy)] (3.106)
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Vg»f C ) EmY gs C ) 8EmbVbs
r Vs

- Figure 3.29 Circuit for
= calculation of output resistance.

Substituting (3.105) into (3.106) and rearranging gives

v
Ro=—- = R + 7o [1+(gn + gm) Rs] (3.107)
t
This equation shows that as R is made arbitrarily large, the value of R, continues to increase. In
contrast, (3.100) shows that R, in the common-emitter amplifier with degeneration approaches
a maximum value of about (B9 + 1) r, as R — 0.

3.4 Multiple-Transistor Amplifier Stages

Most integrated-circuit amplifiers consist of a number of stages, each of which provides voltage
gain, current gain, and/or impedance-level transformation from input to output. Such circuits
can be analyzed by considering each transistor to be a stage and analyzing the circuit as
a collection of individual transistors. However, certain combinations of transistors occur so
frequently that these combinations are usually characterized as subcircuits and regarded as
a single stage. The usefulness of these topologies varies considerably with the technology
being used. For example, the Darlington two-transistor connection is widely used in bipolar
integrated circuits to improve the effective current gain and input resistance of a single bipolar
transistor. Since the current gain and input resistance are infinite with MOS transistors however,
this connection finds little use in pure MOS integrated circuits. On the other hand, the cascode
connection achieves a very high output resistance and is useful in both bipolar and MOS
technologies.

3.4.1 The CC-CE, CC-CC and Darlington Configurations

The common-collector—common-emitter (CC-CE), common-collector—-common-collector
(CC-CC), and Darlington® configurations are all closely related. They incorporate an addi-
tional transistor to boost the current gain and input resistance of the basic bipolar transistor.
The common-collector-common-emitter configuration is shown in Fig. 3.30a. The biasing
current source Igjas is present to establish the quiescent dc operating current in the emitter-
follower transistor Q1; this current source may be absent in some cases or may be replaced by
a resistor. The common-collector-common-collector configuration is illustrated in Fig. 3.300.
In both of these configurations, the effect of transistor Q1 is to increase the current gain through
the stage and to increase the input resistance. For the purpose of the low-frequency, small-signal
analysis of circuits, the two transistors Q1 and Q; can be thought of as a single composite
transistor, as illustrated in Fig. 3.31. The small-signal equivalent circuit for this composite
device is shown in Fig. 3.32, assuming that the effects of the r, of Q; are negligible. We
will now calculate effective values for the ry, g, Bo, and r, of the composite device, and
we will designate these composite parameters with a superscript c. We will also denote the
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Figure 3.30 (a) Common-collector—common-emitter cascade. () Common-collector— common-
collector cascade.

Vee
oC¢ oC¢
B¢ 04
Q> = B¢ o—K
Igias Figure 3.31 The composite
transistor representation of the
= OE¢ ©E°  (CC-CE and CC-CC connections.
+
V1 T'm1 C) Emi1 o C¢
+
V2 % I'r2 8m2va To2
- - Figure 3.32 Small-signal equivalent
1 circuit for the CC-CE and CC-CC
E€ connected transistors.

terminal voltages and currents of the composite device with a superscript c. We assume that
Bo is constant.

The effective value of r, 5, is the resistance seen looking into the composite base B¢ with
the composite emitter E€ grounded. Referring to Fig. 3.32, we see that the resistance looking
into the base of Q> with E¢ grounded is simply r2. Thus (3.73) for the input resistance of the
emitter follower can be used. Substituting r2 for Ry and allowing r, — oo gives

re=rzi+Bo+ 1D rn (3.108)

The effective transconductance of the configuration g¢, is the change in the collector current
of 02, i¢, for aunit change in v, with C¢ and E grounded. To calculate this transconductance,
we first find the change in v, that occurs for a unit change in v§,. Equation 3.69 can be used
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directly, giving

1
2 = (3.109)
Vbe 1+ ( r?‘[l >
(,80 + 1) r'n2
Also
C
i = g5 vh, = gmava = g’"zj”j (3.110)
+ )
((/30 + 1D rp
Thus
+C
e _ Em2 3.111)

¢ — ¢ =
Em vlL;e L+ < Tl )
(Bo+ 1) rm

For the special case in which the biasing current source Igjas is zero, the emitter current
of Q1 is equal to the base current of Q7. Thus the ratio of 71 to rz2 is (8o + 1), and (3.111)
reduces to

&n =" (3.112)
The effective current gain € is the ratio
B = % = lc—z (3.113)
iy, ipl
The emitter current of O is given by
ie1 = (Bo+1)in (3.114)
Since i,1 = iy,
ica = i = Poira = Bo (Bo+ 1) in1 = Po (Bo + 1) i, (3.115)
Therefore,
B = Bo(Bo+ 1) (3.116)

Equation 3.116 shows that the current gain of the composite transistor is approximately equal
to ,3(2). Also, by inspection of Fig. 3.32, assuming r,, is negligible, we have

= rp (3.117)

The small-signal, two-port network equivalent for the CC-CE connection is shown in Fig. 3.33,
where the collector resistor R¢ has not been included. This small-signal equivalent can be used
to represent the small-signal operation of the composite device, simplifying the analysis of
circuits containing this structure.

The Darlington configuration, illustrated in Fig. 3.34, is a composite two-transistor device
in which the collectors are tied together and the emitter of the first device drives the base
of the second. A biasing element of some sort is used to control the emitter current of Q.
The result is a three-terminal composite transistor that can be used in place of a single tran-
sistor in common-emitter, common-base, and common-collector configurations. When used
as an emitter follower, the device is identical to the CC-CC connection already described.
When used as a common-emitter amplifier, the device is very similar to the CC-CE con-
nection, except that the collector of QO is connected to the output instead of to the power
supply. One effect of this change is to reduce the effective output resistance of the device
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because of feedback through the r, of Q1. Also, this change increases the input capacitance
because of the connection of the collector-base capacitance of Q| from the input to the output.
Because of these drawbacks, the CC-CE connection is normally preferable in integrated small-
signal amplifiers. The term Darlington is often used to refer to both the CC-CE and CC-CC

connections.

As mentioned previously, Darlington-type connections are used to boost the effective
current gain of bipolar transistors and have no significant application in pure-MOS circuits.
In BiCMOS technologies, however, a potentially useful connection is shown in Fig. 3.35,
where an MOS transistor is used for Q1. This configuration not only realizes the infinite input
resistance and current gain of the MOS transistor, but also the large transconductance of the

bipolar transistor.

[e]

O E€

Figure 3.33 Two-port representation,
CC-CE connection.

Figure 3.34 The Darlington configuration.

Figure 3.35 Compound Darlington connection
available in BICMOS technology.
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EXAMPLE

Find the effective r&, B¢, and g¢, for the composite transistor shown in Fig. 3.31. For both
devices, assume that By = 100, r, = 0, and r, — 00. For Q,, assume that /¢ = 100 pA and

that Igjas = 10 pA.
The base current of Q5 is 100 wA/100 = 1 pA. Thus the emitter current of Q1 is 11 pA.
Then

Bo 100
el = o = T A N
8m 11 pA/26 mV
gm1 = (236 kQ)™!
re =26kQ
gm2 = (260 )
ré =236kQ+ (101)(26 kQ) = 2.8 MQ

B¢ = (101)(100) = 10,100
85 = gm2(0.916) = (283 Q)~!

= 236 kQ

Thus the composite transistor has much higher input resistance and current gain than a single
transistor.

3.4.2 The Cascode Configuration

The cascode configuration was first invented for vacuum-tube circuits.®’ With vacuum tubes,
the terminal that emits electrons is the cathode, the terminal that controls current flow is the grid,
and the terminal that collects electrons is the anode. The cascode is a cascade of common-
cathode and common-grid stages joined at the anode of the first stage and the cathode of
the second stage. The cascode configuration is important mostly because it increases out-
put resistance and reduces unwanted capacitive feedback in amplifiers, allowing operation at
higher frequencies than would otherwise be possible. The high output resistance attainable is
particularly useful in desensitizing bias references from variations in power-supply voltage
and in achieving large amounts of voltage gain. These applications are described further in
Chapter 4. The topic of frequency response is covered in Chapter 7. Here, we will focus on
the low-frequency, small-signal properties of the cascode configuration.

3.4.2.1 The Bipolar Cascode

In bipolar form, the cascode is a common-emitter—common-base (CE-CB) amplifier, as shown
in Fig. 3.36. We will assume here that r;, in both devices is zero. Although the base resistances
have a negligible effect on the low-frequency performance, the effects of nonzero r, are
important in the high-frequency performance of this combination. These effects are considered
in Chapter 7.

The small-signal equivalent for the bipolar cascode circuit is shown in Fig. 3.37. Since we
are considering the low-frequency performance, we neglect the capacitances in the model of
each transistor. We will determine the input resistance, output resistance, and transconductance
of the cascode circuit. By inspection of Fig. 3.37, the input resistance is simply

Ri = a1 (3.118)
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Figure 3.36 The cascode amplifier using
bipolar transistors.
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vi V1 8m1V1 To1 Figure 3.37 Small-signal
_ - = equivalent circuit for the
l J_ bipolar-transistor cascode

= = connection.

Since the current gain from the emitter to the collector of Q5 is nearly unity, the transconduc-
tance of the circuit from input to output is

Gm =~ gmi (3.119)

The output resistance can be calculated by shorting the input v; to ground and applying a test
signal at the output. Then v{ = 0 in Fig. 3.37 and the g;,1v| generator is inactive. The circuit is
then identical to that of Fig. 3.26¢ for a bipolar transistor with emitter degeneration. Therefore,
using (3.98) with Rg = r,1 shows that the output resistance is

gm2rol
Ro=roy | 14+ —g S5 (3.120)
| 4 &mzlol
Bo
If gmaro1 >> Bo and Bo > 1,
Ry, =~ Boro2 (3.121)

Therefore, the CE-CB connection displays an output resistance that is larger by a factor of
about By than the CE stage alone. If this circuit is operated with a hypothetical collector load
that has infinite incremental resistance, the voltage gain is

v 0
A, = == —GmRo = —gmiro2fo = _% (3.122)

Vi
Thus the magnitude of the maximum available voltage gain is higher by a factor By than for
the case of a single transistor. For a typical npn transistor, the ratio of Sy/1n is approximately
2 x 10°. In this analysis, we have neglected 7. As described in Chapter 1, the value of r,
for integrated-circuit npn transistors is usually much larger than Byr,, and then r, has little
effect on R,. For lateral pnp transistors, however, r, is comparable with Byr, and decreases
R, somewhat.
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3.4.2.2 The MOS Cascode

In MOS form, the cascode is a common-source—common-gate (CS-CG) amplifier, as shown in
Fig. 3.38. The small-signal equivalent circuit is shown in Fig. 3.39. Since the input is connected
to the gate of M|, the input resistance is

R; — o0 (3.123)

To find the transconductance, set R = 0 to short the output and calculate the current i,.
From KCL at the output,

Vdsl1

lo + &m2Vast + &mw2vast + or =0 (3.124)
0.
From KCL at the source of M>,
Vdsl Vds1
gm1Vi + gmaVdst + gmp2vast + —— + —— =0 (3.125)
Tol T02

Solving (3.125) for v, substituting into (3.124), and rearranging gives

] 1
Gn =~ =gm [ 1- or | = gm (3.126)
Vi lvy=0 L+ (gm2 + &mb2) ro1 + ;
0.

Equation 3.126 shows that the transconductance of the simple cascode is less than g,,;. If
(gm2 + gmb2) ro1 > 1, however, the difference is small, and the main point here is that the
cascode configuration has little effect on the transconductance. This result stems from the
observation that R;, the resistance looking in the source of M>, is much less than r,;. From
(3.54) and (3.55) with R = Rp || Rz,

ro2 + R N 1 R

R = ~ +
l L+ (gm2 + &mb2) 702 8&m2 + &mb2 (&m2 + &mb2) To2

(3.127)
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In finding the transconductance, we set R = 0 so that v, = 0. Then Ry >~ 1/(gm + &mp), and
most of the g,,1v; current flows in the source of M; because R;» K r,1. Finally, the current
gain from the source to the drain of M> is unity. Therefore, most of the g;,1v; current flows in
the output, and G,,, >~ g1, as shown in (3.126).

To find the output resistance, set v; = 0, which deactivates the g,,1 generator in Fig. 3.39
and reduces the model for common-source transistor M to simply r,1. Therefore, the output
resistance of the cascode can be found by substituting Rs = r,1 in (3.66), which was derived for
a common-gate amplifier. To focus on the output resistance of the cascode itself, let R — oo.
The result is

Ry =ro1 + 102 + (m2 + &mb2) To1702 2 (§m2 + &mb2) To1702 (3.128)

Equation 3.128 shows that the MOS cascode increases the output resistance by a factor of
about (g, + gmp) 7o compared to a common-source amplifier.

The increase in the output resistance can be predicted in another way that provides insight
into the operation of the cascode. Let i, represent the current that flows in the output node in
Fig. 3.39 when the output is driven by voltage v,,. Since vg51 = i,r,1 When v; = 0, the output
resistance is

R, = Vl _ _ Vo
Lo |v;=0 (Vas1/To1)

—1
= ry1 (””) (3.129)

vi=0

vi=0

To find the ratio vg1/v,, consider the modified small-signal circuits shown in Fig. 3.40. In
Fig. 3.40a, R — o0 so we can concentrate on the output resistance of the cascode circuit itself.
Also, the g,,1v; generator is eliminated because v; = 0, and the two generators g,,2v4s1 and
gmb2Vds1 have been combined into one equivalent generator (g,,2 + gmp2) Vas1- In Fig. 3.400,

i, (8m2 + &mp2)Vast iy
——— f'\ ————
J_ N
(&m2 + &mp2)Vast To2 B To2
(8m2 * &mp2)Vast
I . 9 :
Vast T 701 Vv, = Vst To1 Vo
(a) (b)
(gm2 + gmh2)vds1 io
D
4 ~
= To2
+
O
v g 1 ) r -
ds1 —_—
g Em2 t &mb2, ot

(c)
Figure 3.40 Construction of a cascode model to find v /v,. (a) The dependent sources are com-
bined. (b) The combined source is converted into two sources. (¢) The current source between the
source of M, and ground is converted into a resistor.
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the (gm2 + gmp2) vas1 generator from the source to the drain of M> has been replaced by two
equal-valued generators: one from ground to the drain of M and the other from the source of
M to ground. This replacement is similar to the substitution made in Fig. 3.20 to convert the
hybrid-7 model to a T model for a common-gate amplifier. Because the equations that describe
the operation of the circuits in Fig. 3.40a and Fig. 3.405 are identical, the circuit in Fig. 3.40b
is equivalent to that in Fig. 3.40a. Finally, in Fig. 3.40c, the current source from the source
of M> to ground, which is controlled by the voltage across itself, is replaced by an equivalent
resistor of value 1/(gu2 + gmp2). The current (g2 + gmp2) vas1 in Fig. 3.40c flows into the
test source v,,. The two resistors in Fig. 3.40c form a voltage divider, giving

1
Vast (gmz+gmbz> Vo ! (3.130)
Vo 1 ~(8m2 + &mb2) T2 '
— | | ro1| + 702
8m2 + 8mb2

Substituting (3.130) into (3.129) and rearranging gives the same result as in (3.128). In (3.130),
the term 1/(gm2 + gmp2) represents the resistance looking into the source of the common-gate
transistor M> when the output in Fig. 3.39 is voltage driven. The key point here is that the output
resistance of the cascode can be increased by reducing the input resistance of the common-gate
transistor under these conditions because this change reduces both v 51 and i,,.

Unlike in the bipolar case, the maximum value of the output resistance in the MOS cascode
does not saturate at alevel determined by f; therefore, further increases in the output resistance
can be obtained by using more than one level of cascoding. This approach is used in practice.
Ultimately, the maximum output resistance is limited by impact ionization as described in
Section 1.9 or by leakage current in the reverse-biased junction diode at the output. Also,
the number of levels of cascoding is limited by the power-supply voltage and signal-swing
requirements. Each additional level of cascoding places one more transistor in series with the
input transistor between the power supply and ground. To operate all the transistors in the
active region, the drain-source voltage of each transistor must be greater than its overdrive
Vs — V;. Since the cascode transistors operate in series with the input transistor, additional
levels of cascoding use some of the available power-supply voltage, reducing the amount by
which the output can vary before pushing one or more transistors into the triode region. This
topic is considered further in Chapter 4.

In BiCMOS technologies, cascodes are sometimes used with the MOS transistor M> in Fig.
3.38 replaced by a bipolar transistor, such as Q7 in Fig. 3.36. This configuration has the infinite
input resistance given by Mj. Also, the resistance looking into the emitter of the common-
base stage 02 when the output is grounded is R;» >~ 1/g,,2 in this configuration. Since the
transconductance for a given bias current of bipolar transistors is usually much greater than
for MOS transistors, the BICMOS configuration is often used to reduce the load resistance
presented to M; and to improve the high-frequency properties of the cascode amplifier. The
frequency response of a cascode amplifier is described in Chapter 7.

EXAMPLE

Calculate the transconductance and output resistance of the cascode circuit of Fig. 3.38. Assume
that both transistors operate in the active region with g,, = 1 mA/V, x = 0.1, and r, = 20 k.

From (3.126),
Gn=(122) (1 1 — 960 M2
" \% 1+ (1.DR0OY+1) \%
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From (3.128),
R, =20k 4+ 20k + (1.1)(20) 20 k2 = 480 k2

The approximations in (3.126) and (3.128) give G,;, =~ 1 mA/V and R, >~ 440 k2. These
approximations deviate from the exact results by about 4 percent and 8 percent, respectively,
u and are usually close enough for hand calculations.

3.4.3 The Active Cascode

As mentioned in the previous section, increasing the number of levels of cascoding increases
the output resistance of MOS amplifiers. In practice, however, the power-supply voltage and
signal-swing requirements limit the number of levels of cascoding that can be applied. One
way to increase the output resistance of the MOS cascode circuit without increasing the number
of levels of cascoding is to use the active-cascode circuit, as shown in Fig. 3.41.8-

This circuit uses an amplifier in a negative feedback loop to control the voltage from the
gate of M to ground. If the amplifier gain a is infinite, the negative feedback loop adjusts the
gate of M until the voltage difference between the two amplifier inputs is zero. In other words,
the drain-source voltage of M is driven to equal Vpjas. If the drain-source voltage of M is
constant, the change in the drain current in response to changes in the output voltage V,, is zero,
and the output resistance is infinite. In practice, the amplifier gain a is finite, which means that
the drain-source voltage of M is not exactly constant and the output resistance is finite. The
effect of negative feedback on output resistance is considered quantitatively in Chapter 8. In this
section, we will derive the small-signal properties of the active-cascode circuit by comparing
its small-signal model to that of the simple cascode described in the previous section.

Qualitatively, when the output voltage increases, the drain current of M; increases, which
increases the drain current and drain-source voltage of M. This voltage increase is amplified
by —a, causing the voltage from the gate of M; to ground to fall. The falling gate voltage of
M acts to reduce the change in its drain current, increasing the output resistance compared to
a simple cascode, where the voltage from the gate of M; to ground is held constant.

Figure 3.42 shows the low-frequency, small-signal equivalent circuit. The body-effect
transconductance generator for M| is inactive because vps; = 0. The gate-source voltage of

My is
Ves2 = Vg2 — V2 = Vg2 — Vas1 = —(@) Vas1 — Vas1 = —(@+ 1) vgs (3.131)
VDD
1,
ol
Veias v

1

Figure 3.41 Active cascode amplifier
= using MOSFETs.

S
1
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Figure 3.42 Small-signal equivalent circuit for the active-cascode connection with MOS transistors.

In contrast, vgp = —Vgs1 in a simple cascode because the voltage from the gate of M> to
ground is constant in Fig. 3.38. Therefore, if @ > 0, the factor (@ + 1) in (3.131) amplifies the
gate-source voltage of M, compared to the case of a simple cascode. This amplification is
central to the characteristics of the active-cascode circuit. Since the small-signal diagrams of
the simple and active-cascode circuits are identical except for the value of v, and since v gy
is only used to control the current flowing in the g,,» generator, the active-cascode circuit can
be analyzed using the equations for the simple cascode with g,,» replaced by (a + 1) gn2. In
other words, the active cascode behaves as if it were a simple cascode with an enhanced value
of 8m2-

To find the transconductance of the active cascode, g,» (a + 1) replaces g2 in (3.126),
giving

1
G =gm | 1 - (3.132)

Yol
L+ [gm2 (@a+ 1)+ gmp] ro1 +r072
0

Again, G,, ~~ g;;1 under most conditions; therefore, the active-cascode structure is gen-
erally not used to modify the transconductance.

The active cascode reduces R;», the resistance looking into the source of M3, compared to
the simple cascode, which reduces the v 441 /v, ratio given in (3.130) and increases the output
resistance. Substituting (3.130) into (3.129) with g2 (a + 1) replacing g,,» gives

Ry =ro1 + 102 +[gm2 (@+ 1) + gmp2] ro1702 = [gm2 (@+ 1) + gmp2] ro1702 (3.133)

This result can also be derived by substituting g,,2 (a + 1) for g2 in (3.128). Equation 3.133
shows that the active-cascode configuration increases the output resistance by a factor of about
[gm (@ + 1)+ gmp] o compared to a common-source amplifier.

Akey limitation of the active-cascode circuit is that the output impedance is increased only
at frequencies where the amplifier that drives the gate of M> provides some gain. In practice,
the gain of this amplifier falls with increasing frequency, reducing the potential benefits of the
active-cascode circuits in high-frequency applications. A potential problem with the active-
cascode configuration is that the negative feedback loop through M> may not be stable in all
cases.
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3.4.4 The Super Source Follower

Equation 3.84 shows that the output resistance of a source follower is approximately 1/(g, +
gmp)- Because MOS transistors usually have much lower transconductance than their bipolar
counterparts, this output resistance may be too high for some applications, especially when
a resistive load must be driven. One way to reduce the output resistance is to increase the
transconductance by increasing the W/ L ratio of the source follower and its dc bias current.
However, this approach requires a proportionate increase in the area and power dissipation
to reduce R,. To minimize the area and power dissipation required to reach a given output
resistance, the super source follower configuration shown in Fig. 3.43 is sometimes used. This
circuit uses negative feedback through M> to reduce the output resistance. Negative feedback
is studied quantitatively in Chapter 8. From a qualitative standpoint, when the input voltage
is constant and the output voltage increases, the magnitude of the drain current of M also
increases, in turn increasing the gate-source voltage of M>. As a result, the drain current of
M, increases, reducing the output resistance by increasing the total current that flows into the
output node under these conditions.

From a dc standpoint, the bias current in M5 is the difference between /1 and I»; therefore,
Iy > I, is required for proper operation. This information can be used to find the small-signal
parameters of both transistors. The small-signal equivalent circuit is shown in Fig. 3.44. The
body-effect transconductance generator for M is inactive because vz = 0. Also, the polarities
of the voltage-controlled current sources for n- and p-channel devices are identical. Finally,
the output resistances of current sources /; and I, are represented by rq and r,, respectively.

Vop

o
+

—
VO

i w

j_ <> 12 j_

= = = =  Figure 3.43 Super-source-follower configuration.

Y2 |
2 i,
—~— —~—
o—_ —
¥ +
Vi 8m1 (Vi - Vo) “8mb1Vo To1 8m2V2 To2 Yo
1 : 1

) %vz -

Figure 3.44 Small-signal equivalent circuit of the super-source follower.
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If the current sources are ideal, r; — oo and r, — oo. In practice, these resistances are large

but finite. Techniques to build high-resistance current sources are considered in Chapter 4.
To find the output resistance, set v; = 0 and calculate the current i,, that flows in the output

node when the output is driven by a voltage v,,. From KCL at the output under these conditions,

v 1%
p=te g e gt 2 (3.134)
n Fo2 2

From KCL at the drain of M| withv; =0,
%) V2 —Vy

— — &ml1Vo — &mbl1Vo +
r "ol

=0 (3.135)
Solving (3.135) for v, substituting into (3.134), and rearranging gives

Vo

R, = — =rillrell ( (3.136)
vi=0

Tol + 12 >
[1+ (gm1 + gmp1) To11(1 + gmar2)

io
Assume [ and I, are ideal current sources so that r; — oo and r, — o00. If r,p — 00, and if

(&m1 + &mb1) ro1 > 1,

1 1
R, ~ ( ) (3.137)
8&m1 + &mbl \ &m2Vol

Comparing (3.84) and (3.137) shows that the negative feedback through M> reduces the output

resistance by a factor of about g,,27,1.
Now we will calculate the open-circuit voltage gain of the super-source follower. With
the output open circuited, KCL at the output node gives

Vo Vo V2
— 4+ — 4+ gmavo+ —=0 (3.138)
. re2 %]

From KCL at the drain of M|,

V2 — Vo

V2
P + 8m1 (Vi — Vo) — gmb1vo + =0 (3.139)

Tol

Solving (3.138) for vy, substituting into (3.139), and rearranging gives

Vo 8ml1Tol
2 = 3.140
Vili—o (r2 +ro1) ( )
0= 1+ (gm1 + &mb1) ro1 + 7o)+ goarD)
0. m
With ideal current sources,
lim 2| = fml Tol I (3.141)
=y | L
oo THL=0 1 (gt + gmb1) Tot + P
m [

Comparing (3.141) and (3.81) shows that the deviation of this gain from unity is greater than
with a simple source follower. If g,,27,2 >> 1, however, the difference is small and the main
conclusion is that the super-source-follower configuration has little effect on the open-circuit
voltage gain.

As mentioned earlier, the super-source follower is sometimes used in MOS technologies
to reduce the source-follower output resistance. It is also used in bipolar technologies in output
stages to reduce the current conducted in a weak lateral pnp transistor. This application is
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described in Chapter 5. The main potential problem with the super-source-follower configu-
ration is that the negative feedback loop through M> may not be stable in all cases, especially
when driving a capacitive load. The stability of feedback amplifiers is considered in Chapter 9.

3.5 Differential Pairs

The differential pair is another example of a circuit that was first invented for use with vacuum
tubes.'? The original circuit uses two vacuum tubes whose cathodes are connected together.
Modern differential pairs use bipolar or MOS transistors coupled at their emitters or sources,
respectively, and are perhaps the most widely used two-transistor subcircuits in monolithic
analog circuits. The usefulness of the differential pair stems from two key properties. First,
cascades of differential pairs can be directly connected to one another without interstage
coupling capacitors. Second, the differential pair is primarily sensitive to the difference between
two input voltages, allowing a high degree of rejection of signals common to both inputs.!!-1?
In this section, we consider the properties of emitter-coupled pairs of bipolar transistors and
source-coupled pairs of MOS transistors in detail.

3.5.1 The dc Transfer Characteristic of an Emitter-Coupled Pair

The simplest form of an emitter-coupled pair is shown in Fig. 3.45. The biasing circuit in the
lead connected to the emitters of Q1 and Q7 can be a transistor current source, which is called
a tail current source, or a simple resistor. If a simple resistor Rtayy, is used alone, Itay, = 0
in Fig. 3.45. Otherwise, ITar, and RtaL together form a Norton-equivalent model of the tail
current source.

The large-signal behavior of the emitter-coupled pair is important in part because it illus-
trates the limited range of input voltages over which the circuit behaves almost linearly. Also,
the large-signal behavior shows that the amplitude of analog signals in bipolar circuits can
be limited without pushing the transistors into saturation, where the response time would be
increased because of excess charge storage in the base region. For simplicity in the analysis, we
assume that the output resistance of the tail current source Rtanr, — 00, that the output resis-
tance of each transistor r, — 00, and that the base resistance of each transistor r, = 0. These

+Vee
é R é R
o + o+
V01 Vo2
B
Q>
+
Via
RraiL
_V_ Figure 3.45 Emitter-coupled pair circuit
“VEE

diagram.
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assumptions do not strongly affect the low-frequency, large-signal behavior of the circuit. From
KVL around the input loop,

Vit = Vet + Vper = Vio =0 (3.142)

Assume the collector resistors are small enough that the transistors do not operate in saturation if
Vit < Vee and Vip < Ve If Vier > Vr and Vpen > V7, the Ebers-Moll equations show that

I

Vpel = VpIn =L (3.143)
I
I

Vier = VplIn -2 (3.144)
Is»

Assume the transistors are identical so that Is; = Ig5>. Then combining (3.142), (3.143), and

(3.144), we find
o1 ( Vit — Vi ) ( Vid )
— = eX _— = X —_— 3145)
I P Vr P Vr (

where V;; = V;1 — Vin. Since we have assumed that the transistors are identical, ap; =
ary = ap. Then KCL at the emitters of the transistors shows

Iy + 1
—(le1 + I2) = ItalL = Caic (3.146)
F

Combining (3.145) and (3.146), we find that

I
[g= — 2FTAL (3.147)

V:
I +exp <—V'd)
T

arpltalL
Via

1+exp| —
* p<VT)

These two currents are shown as a function of Vj; in Fig. 3.46. When the magnitude of V;y
is greater than about 3V7, which is approximately 78 mV at room temperature, the collector
currents are almost independent of V;; because one of the transistors turns off and the other
conducts all the current that flows. Furthermore, the circuit behaves in an approximately

o= (3.148)

Ic1, Ic2

o IraL

l | | L Figure 3.46 Emitter-coupled pair
—4Vy 8Vp 2Vy =V 0V 2Vp 3Vp 4Vp collector currents as a function of

differential input voltage.
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linear fashion only when the magnitude of V;; is less than about Vr. We can now compute
the output voltages as

Vo1 = Vec — Ie1Re (3.149)

Vo2 = Vee — I2Rc (3.150)

The output signal of interest is often the difference between V, and V,;;, which we define as
V,d. Then

Vod = Vo1 — Vo = apITa1L, Rc tanh <_Vld) (3.151)
2Vr
This function is plotted in Fig. 3.47. Here a significant advantage of differential amplifiers is
apparent: When Vj; is zero, V, is zero if Q1 and Q are identical and if identical resistors are
connected to the collectors of Q1 and Q». This property allows direct coupling of cascaded
stages without offsets.

3.5.2 The dc Transfer Characteristic with Emitter Degeneration

To increase the range of V;; over which the emitter-coupled pair behaves approximately as
a linear amplifier, emitter-degeneration resistors are frequently included in series with the
emitters of the transistors, as shown in Fig. 3.48. The analysis of this circuit proceeds in the
same manner as without degeneration, except that the voltage drop across these resistors must
be included in the KVL equation corresponding to (3.142). A transcendental equation results
from this analysis and a closed-form solution like that of (3.151) does not exist, but the effect
of the resistors may be understood intuitively from the examples plotted in Fig. 3.49. For large
values of emitter-degeneration resistors, the linear range of operation is extended by an amount
approximately equal to ITay Rg. This result stems from the observation that all of ITay flows
in one of the degeneration resistors when one transistor turns off. Therefore, the voltage drop
is ITalL Rg on one resistor and zero on the other, and the value of V;; required to turn one
transistor off is changed by the difference of the voltage drops on these resistors. Furthermore,
since the voltage gain is the slope of the transfer characteristic, the voltage gain is reduced
by approximately the same factor that the input range is increased. In operation, the emitter
resistors introduce local negative feedback in the differential pair. This topic is considered in
Chapter 8.
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Figure 3.49 Output voltage as a function of input voltage, emitter-coupled pair with emitter
degeneration.

3.5.3 The dc Transfer Characteristic of a Source-Coupled Pair

Consider the n-channel MOS-transistor source-coupled pair shown in Fig. 3.50. The following
analysis applies equally well to a corresponding p-channel source-coupled pair with appropriate
sign changes. In monolithic form, a transistor current source, called a tail current source, is
usually connected to the sources of M1 and M>. In that case, Itay. and Rtay together form a
Norton-equivalent model of the tail current source.

For this large-signal analysis, we assume that the output resistance of the tail current
source is Rtay. — 00. Also, we assume that the output resistance of each transistor r, — o0.
Although these assumptions do not strongly affect the low-frequency, large-signal behavior of
the circuit, they could have a significant impact on the small-signal behavior. Therefore, we
will reconsider these assumptions when we analyze the circuit from a small-signal standpoint.
From KVL around the input loop,

Vit — Vgsl + Vgs2 - V=0 (3.152)

We assume that the drain resistors are small enough that neither transistor operates in the triode
region if V;; < Vpp and Vi < Vpp. Furthermore, we assume that the drain current of each
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+Vpp

IraL RyaiL

— Figure 3.50 n-channel MOSFET
—Vss source-coupled pair.

transistor is related to its gate-source voltage by the approximate square-law relationship given
in (1.157). If the transistors are identical, applying (1.157) to each transistor and rearranging

gives
[ 2In
Ves1 =V, —_ 3.153
gsl t+ X (W/L) ( )
and

[ 2Ip
Voo =V, —_— 3.154
gs2 t+ Y (W/L) ( )

Substituting (3.153) and (3.154) into (3.152) and rearranging gives

/ Id V1
Via=Vii—V= - (3.155)
kKW
2 L
From KCL at the source of M; and M>,
Iy + T2 = ITAlL (3.156)

Solving (3.156) for 1,7, substituting into (3.155), rearranging, and using the quadratic formula
gives

ItalL | KW 4ITAIL 5
= ——V — =V 3.157
2 4L N\ wr ” d (3.157)

dl =

Since 11 > ItanL/2 when V;z > 0, the potential solution where the second term is subtracted
from the first in (3.157) cannot occur in practice. Therefore,

ITAIL_’_IL/K : a5
2 T4 "\ v w/L

1y = (3.158)
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Substituting (3.158) into (3.156) gives

Ital.  kK'W 4ITaLL 5
I = id \| o — Via
K (W/L)

3.15
2 4L (3.159)

Equations 3.158 and 3.159 are valid when both transistors operate in the active or saturation
region. Since we have assumed that neither transistor operates in the triode region, the limitation
here stems from turning off one of the transistors. When M turns off, I;1 = Oand 155 = ITalL.
On the other hand, I;; = ItaL and I;» = 0 when M5 turns off. Substituting these values in
(3.155) shows that both transistors operate in the active region if

21
Vidl <\l (;‘j/lLL) (3.160)

Since 11 = I = ItaL/2 when Viy = 0, the range in (3.160) can be rewritten as

[ 2Ig

Equation 3.161 shows that the range of V;; for which both transistors operate in the active
region is proportional to the overdrive calculated when V;; = 0. This result is illustrated in
Fig. 3.51. The overdrive is an important quantity in MOS circuit design, affecting not only
the input range of differential pairs, but also other characteristics including the speed, offset,
and output swing of MOS amplifiers. Since the overdrive of an MOS transistor depends on
its current and W/ L ratio, the range of a source-coupled pair can be adjusted to suit a given
application by adjusting the value of the tail current and/or the aspect ratio of the input devices.
In contrast, the input range of the bipolar emitter-coupled pair is about = 3 V7, independent of
bias current or device size. In fact, the source-coupled pair behaves somewhat like an emitter-
coupled pair with emitter-degeneration resistors that can be selected to give a desired input
voltage range.

= V2 (Vo) vy=0 (3.161)
Via=0

Ly, 12

R

Via(V)
-0.5 -0.25 0 0.25 0.5

Figure 3.51 dc transfer characteristic of the MOS source-coupled pair. The parameter is the overdrive
V,, = Vgs — V; determined when V;; = 0.
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In many practical cases, the key output of the differential pair is not /41 or ;> alone but
the difference between these quantities. Subtracting (3.159) from (3.158) gives

KW 4ITATL 2

Alg =14 — Ipp = Vi — V:
d=1q1 — I d ¥ (W/L) )

A 3.162
AL ( )

We can now compute the differential output voltage as
Voa = Vo1 = Voo = Vpp — laitRp — Vpp + 1aaRp = —(Alg) Rp (3.163)

Since Al; = 0 when V;; = 0, (3.163) shows that V,; = 0 when V;; = 0 if M| and M, are
identical and if identical resistors are connected to the drains of M| and M. This property
allows direct coupling of cascaded MOS differential pairs, as in the bipolar case.

3.5.4 Introduction to the Small-Signal Analysis of Differential Amplifiers

The features of interest in the performance of differential pairs are often the small-signal
properties for dc differential input voltages near zero volts. In the next two sections, we assume
that the dc differential input voltage is zero and calculate the small-signal parameters. If the
parameters are constant, the small-signal model predicts that the circuit operation is linear.
The results of the small-signal analysis are valid for signals that are small enough to cause
insignificant nonlinearity.

In previous sections, we have considered amplifiers with two input terminals (V; and
ground) and two output terminals (V, and ground). Small-signal analysis of such circuits leads
to one equation for each circuit, such as

Vo = Av; (3.164)

Here, A is the small-signal voltage gain under given loading conditions. In contrast, differential
pairs have three input terminals (V;1, Vj2, and ground) and three output terminals (V,1, Vy2,
and ground). Therefore, direct small-signal analysis of differential pairs leads to two equations
for each circuit (one for each output), where each output depends on each input:

Vol = Anvit + Appvin (3.165)

Vo2 = A21vi1 + Axvip (3.166)

Here, four voltage gains, A1, A12, Az1, and Ajp, specify the small-signal operation of the
circuit under given loading conditions. These gains can be interpreted as

Ay = 2oL (3.167)
Vil vin=0

Ap = 2L (3.168)
Vi2 | ;=0

Ay = L2 (3.169)
Vil [ vjp=0

Ay = 12 (3.170)
Vi2 | viy=0

Although direct small-signal analysis of differential pairs can be used to calculate these four
gain values in a straightforward way, the results are difficult to interpret because differential
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pairs usually are not used to react to v;; or v;> alone. Instead, differential pairs are used most
often to sense the difference between the two inputs while trying to ignore the part of the
two inputs that is common to each. Desired signals will be forced to appear as differences in
differential circuits. In practice, undesired signals will also appear. For example, mixed-signal
integrated circuits use both analog and digital signal processing, and the analog signals are
vulnerable to corruption from noise generated by the digital circuits and transmitted through
the common substrate. The hope in using differential circuits is that undesired signals will
appear equally on both inputs and be rejected.

To highlight this behavior, we will define new differential and common-mode variables at
the input and output as follows. The differential input, to which differential pairs are sensitive, is

Vid = Vil — V2 (3.171)
The common-mode or average input, to which differential pairs are insensitive, is

v = Lt V2 (3.172)

2
These equations can be inverted to give v;; and v; in terms of v;z and v;:
Vi
Vit = vie + - (3.173)
Via = Vie — %" (3.174)

The physical significance of these new variables can be understood by using (3.173) and
(3.174) to redraw the input connections to a differential amplifier as shown in Fig. 3.52.
The common-mode input is the input component that appears equally in v;; and v;;. The
differential input is the input component that appears between v;; and v;».

New output variables are defined in the same way. The differential output is

Vod = Vol = Vo2 (3.175)
The common-mode or average output is
by, = Lol T Vo2 (3.176)
2
Solving these equations for v, and v,2, we obtain
v
Vol = Voe + 7" (3.177)
Vop = Vo — -4 (3.178)
2
+
+
Vi _
+
- Vi2

Figure 3.52 A differential
amplifier with its inputs (a)
shown as independent of
each other and (b) redrawn
in terms of the differential
and common-mode

(@) () components.
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We have now defined two new input variables and two new output variables. By substituting
the expressions for v;1, vi2, Vo1, and vy» in terms of the new variables back into (3.165) and
(3.166), we find

<A11 — A — A+ An
Vod = B

) Via + (A + Ap — Ao — A) vie (3.179)

Al —Ap+Ay — A A+ A+ Ay +A
Voc‘:( 1 12 21 22)vid+( 1 12 21 22>Vic (3.180)

4 2

Defining four new gain factors that are equal to the coefficients in these equations, (3.179) and
(3.180) can be rewritten as

Vod = AdmVid + Acm — dmVic (3.181)
Voc = Adm —cemVid + AcmVic (3.182)
The differential-mode gain Ay, is the change in the differential output per unit change in

differential input:

Vod
Agn = —

Vid

_An—Ap— Ay +Ap
B 2

(3.183)

vie=0

The common-mode gain A, is the change in the common-mode output voltage per unit change
in the common-mode input:
Voc

Aem =
Vic

_Ant+An+ A+ An

5 (3.184)

vig =0

The differential-mode-to-common-mode gain Agy—_cp is the change in the common-mode
output voltage per unit change in the differential-mode input:
Voc

Adm—cm = —
Vid

_An—Ap+ Ay —Ap
n 4

(3.185)

V,'CZO

The common-mode-to-differential-mode gain A, —ay is the change in the differential-mode
output voltage per unit change in the common-mode input:
Vod

Acm—dm =
Vic

= A+ A — Ay —Axn (3.186)

via =0

The purpose of a differential amplifier is to sense changes in its differential input while
rejecting changes in its common-mode input. The desired output is differential, and its variation
should be proportional to the variation in the differential input. Variation in the common-mode
output is undesired because it must be rejected by another differential stage to sense the desired
differential signal. Therefore, an important design goal in differential amplifiers is to make A 4,
large compared to the other three gain coefficients in (3.181) and (3.182).

In differential amplifiers with perfect symmetry, each component on the side of one out-
put corresponds to an identical component on the side of the other output. With such perfectly
balanced amplifiers, when vj; = —v;2, Vo1 = —V,2. In other words, when the input is purely
differential (v;. = 0), the output of a perfectly balanced differential amplifier is purely dif-
ferential (v, = 0), and thus Agy—cn = 0. Similarly, pure common-mode inputs (for which
vig = 0) produce pure common-mode outputs and A.;,—g, = 0 in perfectly balanced differ-
ential amplifiers. Even with perfect symmetry, however, A, # 0 is possible. Therefore, the
ratio Agy /Acp 1s one figure of merit for a differential amplifier, giving the ratio of the desired
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differential-mode gain to the undesired common-mode gain. In this book, we will define the
magnitude of this ratio as the common-mode-rejection ratio, CMRR:

Adm
ACWL

CMRR = ‘ (3.187)

Furthermore, since differential amplifiers are not perfectly balanced in practice, Agy—cm # 0
and A¢p—gm # 0. The ratios Agy /Acm—am and Agy /Adgm—cm are two other figures of merit
that characterize the performance of differential amplifiers. Of these, the first is particularly
important because ratio Ay, /Acm—am determines the extent to which the differential output
is produced by the desired differential input instead of by the undesired common-mode input.
This ratio is important because once a common-mode input is converted to a differential
output, the result is treated as the desired signal by subsequent differential amplifiers. In fact,
in multistage differential amplifiers, the common-mode-to-differential-mode gain of the first
stage is usually an important factor in the overall CMRR. In Section 3.5.5, we consider perfectly
balanced differential amplifiers from a small-signal standpoint; in Section 3.5.6.9, imperfectly
balanced differential amplifiers from the same standpoint.

3.5.5 Small-Signal Characteristics of Balanced Differential Amplifiers

In this section, we will study perfectly balanced differential amplifiers. Therefore, Acy—gm = 0
and A g, —cm = Ohere, and our goal is to calculate A4, and A, . Although calculating A 4, and
A from the entire small-signal equivalent circuit of a differential amplifier is possible, these
calculations are greatly simplified by taking advantage of the symmetry that exists in perfectly
balanced amplifiers. In general, we first find the response of a given circuit to pure differential
and pure common-mode inputs separately. Then the results can be superposed to find the total
solution. Since superposition is valid only for linear circuits, the following analysis is strictly
valid only from a small-signal standpoint and approximately valid only for signals that cause
negligible nonlinearity. In previous sections, we carried out large-signal analyses of differential
pairs and assumed that the Norton-equivalent resistance of the tail current source was infinite.
Since this resistance has a considerable effect on the small-signal behavior of differential pairs,
however, we now assume that this resistance is finite.

Because the analysis here is virtually the same for both bipolar and MOS differential
pairs, the two cases will be considered together. Consider the bipolar emitter-coupled pair
of Fig. 3.45 and the MOS source-coupled pair of Fig. 3.50 from a small-signal standpoint.
Then V;; = v;1 and Vi3 = v;3. These circuits are redrawn in Fig. 3.53a and Fig. 3.53b with the
common-mode input voltages set to zero so we can consider the effect of the differential-mode
input by itself. The small-signal equivalent circuit for both cases is shown in Fig. 3.54 with R
used to replace R¢ in Fig. 3.53a and Rp in 3.53b. Note that the small-signal equivalent circuit
neglects finite r,, in both cases. Also, in the MOS case, nonzero g, is ignored and r; — 00
because By — oo.

Because the circuit in Fig. 3.54 is perfectly balanced, and because the inputs are driven
by equal and opposite voltages, the voltage across Rray. does not vary at all. Another way
to see this result is to view the two lower parts of the circuit as voltage followers. When one
side pulls up, the other side pulls down, resulting in a constant voltage across the tail current
source by superposition. Since the voltage across RtaL experiences no variation, the behavior
of the small-signal circuit is unaffected by the placement of a short circuit across RrayL, as
shown in Fig. 3.55. After placing this short circuit, we see that the two sides of the circuit
are not only identical, but also independent because they are joined at a node that operates
as a small-signal ground. Therefore, the response to small-signal differential inputs can be
determined by analyzing one side of the original circuit with Rty replaced by a short circuit.
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Figure 3.54 Small-signal equivalent circuit for differential pair with pure differential-mode input.
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Figure 3.55 Differential-mode circuit with the tail current source grounded. Because of the symmetry
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This simplified circuit, shown in Fig. 3.56, is called the differential-mode half circuit and is
useful for analysis of both the low- and high-frequency performance of all types of differential
amplifiers. By inspection of Fig. 3.56, we recognize this circuit as the small-signal equivalent
of a common-emitter or common-source amplifier. Therefore,

Vod Vid
— = —guR— 3.188
B 8m 5 ( )
and
Vod
Agn = — = —gmR (3.189)
Vid | v;. =0

To include the output resistance of the transistor in the above analysis, R in (3.189) should
be replaced by R || r,. Finally, note that neglecting g,,, from this analysis for MOS source-
coupled pairs has no effect on the result because the voltage from the source to the body of
the input transistors is the same as the voltage across the tail current source, which is constant
with a pure differential input.

The circuits in Fig. 3.45 and Fig. 3.50 are now reconsidered from a small-signal, common-
mode standpoint. Setting V;; = V2 = v, the circuits are redrawn in Fig. 3.57a and Fig. 3.57b.
The small-signal equivalent circuit is shown in Fig. 3.58, but with the modification that the
resistor Rtagr has been split into two parallel resistors, each of value twice the original. Also
R has been used to replace Rc in Fig. 3.57a and Rp in 3.57bh. Again r, is neglected in both
cases, and g, is neglected in the MOS case, where r;, — 0o because By — 0.

Because the circuit in Fig. 3.58 is divided into two identical halves, and because each
half is driven by the same voltage v;., no current i, flows in the lead connecting the half
circuits. The circuit behavior is thus unchanged when this lead is removed as shown in
Fig. 3.59. As aresult, we see that the two halves of the circuit in Fig. 3.58 are not only identical,
but also independent because they are joined by a branch that conducts no small-signal current.
Therefore, the response to small-signal, common-mode inputs can be determined by analyzing
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Figure 3.57 (a) Emitter-coupled pair
with pure common-mode input. (b)
Source-coupled pair with pure
common-mode input.

one half of the original circuit with an open circuit replacing the branch that joins the two
halves of the original circuit. This simplified circuit, shown in Fig. 3.60, is called the common-
mode half circuit. By inspection of Fig. 3.60, we recognize this circuit as a common-emitter
or common-source amplifier with degeneration. Then

Voc = =G Rvic (3.190)
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and
%
Aen = —= =—GnuR (3.191)
ViC Vid = 0

where G,, is the transconductance of a common-emitter or common-source amplifier with
degeneration and will be considered quantitatively below. Since degeneration reduces the
transconductance, and since degeneration occurs only in the common-mode case, (3.189) and
(3.191) show that |Agy,| > |Acnl; therefore, the differential pair is more sensitive to differ-
ential inputs than to common-mode inputs. In other words, the tail current source provides
local negative feedback to common-mode inputs (or local common-mode feedback). Negative
feedback is studied in Chapter 8.
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Bipolar Emitter-Coupled Pair. For the bipolar case, substituting (3.93) for G,, with Rg =
2RtarL into (3.191) and rearranging gives

_ gmR _ gmR
I+ gm 2R1AIL) 1 +2gm RTAIlL

To include the effect of finite r, in the above analysis, Rin (3.192) should be replaced by R || R,,
where R, is the output resistance of a common-emitter amplifier with emitter degeneration of
RE = 2RtA1LL, given in (3.97) or (3.98). This substitution ignores the effect of finite r, on G,,,
which is shown in (3.92) and is usually negligible.

The CMRR is found by substituting (3.189) and (3.192) into (3.187), which gives

Aen >

(3.192)

CMRR =1+ 2g,, RTAIL (3.193)

This expression applies to the particular case of a single-stage, emitter-coupled pair. It shows
that increasing the output resistance of the tail current source Rtay. improves the common-
mode-rejection ratio. This topic is considered in Chapter 4.

Since bipolar transistors have finite By, and since differential amplifiers are often used as
the input stage of instrumentation circuits, the input resistance of emitter-coupled pairs is also
an important design consideration. The differential input resistance R;y is defined as the ratio
of the small-signal differential input voltage v;; to the small-signal input current i, when a
pure differential input voltage is applied. By inspecting Fig. 3.56, we find that

Vid

- = ipre (3.194)
Therefore, the differential input resistance of the emitter-coupled pair is
Vid
Rig = — =2ry (3.195)
b vie=0

Thus the differential input resistance depends on the r; of the transistor, which increases with
increasing fo and decreasing collector current. High input resistance is therefore obtained
when an emitter-coupled pair is operated at low bias current levels. Techniques to achieve
small bias currents are considered in Chapter 4.

The common-mode input resistance R;. is defined as the ratio of the small-signal, common-
mode input voltage v;. to the small-signal input current i;, in one terminal when a pure common-
mode input is applied. Since the common-mode half circuit in Fig. 3.60 is the same as that for
a common-emitter amplifier with emitter degeneration, substituting Rg = 2RtarL into (3.90)
gives R;. as

Rie= | =rz+(fo+ D@Rman) (3.196)
W lvy=0
The small-signal input current that flows when both common-mode and differential-mode
input voltages are applied can be found by superposition and is given by

. Vid Vie
Ria  Ric
. Vid Vie
ipp = — + — (3.198)
Ria  Ric

where ip1 and i represent the base currents of Q1 and Q», respectively.

The input resistance can be represented by the m equivalent circuit of Fig. 3.61a or by
the T-equivalent circuit of Fig. 3.61b. For the 7 model, the common-mode input resistance is
exactly R;. independent of R,. To make the differential-mode input resistance exactly R;q, the
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R

R.=Ry |l (-2R;)= Ry

(@) ()
Figure 3.61 (a) General low-frequency, small-signal, w-equivalent input circuit for the differential
amplifier. (b) T-equivalent input circuit.

value of R, should be more than R;; to account for nonzero current in R;.. On the other hand,
for the T model, the differential-mode input resistance is exactly R;; independent of Ry, and
the common-mode input resistance is R;¢ if R is chosen to be less than R;./2 as shown. The
approximations in Fig. 3.61 are valid if R;. is much larger than R;;.

MOS Source-Coupled Pair. For the MOS case, substituting (3.104) for G,, with g, =0
and Rs = 2RtarL into (3.191) and rearranging gives

_ gmR _ gmR
1+ gm (2R1AIL) 1+ 2gm RtaL

Although (3.199) and the common-mode half circuit in Fig. 3.60 ignore the body-effect
transconductance g5, the common-mode gain depends on g, in practice because the body
effect changes the source-body voltage of the transistors in the differential pair. Since nonzero
gmp Was included in the derivation of the transconductance of the common-source amplifier
with degeneration, a simple way to include the body effect here is to allow nonzero g, when
substituting (3.104) into (3.191). The result is

_ gmR _ gmR

1+ (gm + gmp)2RTAIL) 1 +2(gm + &mb) RTALL
To include the effect of finite r, in the above analysis, R in (3.199) and (3.200) should be
replaced by R || R,, where R, is the output resistance of a common-source amplifier with
source degeneration of Rg = 2RtaJL, given in (3.107). This substitution ignores the effect of

finite r, on G,,, which is shown in (3.103) and is usually negligible.
The CMRR is found by substituting (3.189) and (3.200) into (3.187), which gives

CMRR =~ 1 + 2(gm + gmp) RTAIlL (3.201)

Aen =~

(3.199)

Aem = (3.200)

Equation 3.201 is valid for a single-stage, source-coupled pair and shows that increasing Rtay,
increases the CMRR. This topic is studied in Chapter 4.

3.5.6 Device Mismatch Effects in Differential Amplifiers

An important aspect of the performance of differential amplifiers is the minimum dc and
ac differential voltages that can be detected. The presence of component mismatches within
the amplifier itself and drifts of component values with temperature produce dc differential
voltages at the output that are indistinguishable from the dc component of the signal being
amplified. Also, such mismatches and drifts cause nonzero common-mode-to-differential-
mode gain as well as nonzero differential-to-common-mode gain to arise. Nonzero A, —gy, 1S
especially important because it converts common-mode inputs to differential outputs, which
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Vos
- +
O
I
+ o o + Vip 95 +
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Differential Differential
amplifier with amplifier without
mismatches mismatches

(a) ()
Figure 3.62 Equivalent input offset voltage (Vps) and current (/o) for a differential amplifier.
(a) Actual circuit containing mismatches. (b) Equivalent dc circuit with identically matched devices
and the offset voltage and current referred to the input.

are treated as the desired signal by subsequent stages. In many analog systems, these types
of errors pose the basic limitation on the resolution of the system, and hence consideration of
mismatch-induced effects is often central to the design of analog circuits.

3.5.6.1 Input Offset Voltage and Current

For differential amplifiers, the effect of mismatches on dc performance is most conveniently
represented by two quantities, the input offset voltage and the input offset current. These quan-
tities represent the input-referred effect of all the component mismatches within the amplifier
on its dc performance.'!"1? As illustrated in Fig. 3.62, the dc behavior of the amplifier con-
taining the mismatches is identical to an ideal amplifier with no mismatches but with the input
offset voltage source added in series with the input and the input offset current source in shunt
across the input terminals. Both quantities are required to represent the effect of mismatch in
general so that the model is valid for any source resistance. For example, if the input terminals
are driven by an ideal voltage source with zero resistance, the input offset current does not
contribute to the amplifier output, and the offset voltage generator is needed to model the effect
of mismatch. On the other hand, if the input terminals are driven by an ideal current source
with infinite resistance, the input offset voltage does not contribute to the amplifier output, and
the offset current generator is needed to model the effect of mismatch. These quantities are
usually a function of both temperature and common-mode input voltage. In the next several
sections, we calculate the input offset voltage and current of the emitter-coupled pair and the
source-coupled pair.

3.5.6.2 Input Offset Voltage of the Emitter-Coupled Pair

The predominant sources of offset error in the emitter-coupled pair are the mismatches in
the base width, base doping level, and collector doping level of the transistors, mismatches
in the effective emitter area of the transistors, and mismatches in the collector load resistors.
To provide analytical results simple enough for intuitive interpretation, the analysis will be
carried out assuming a uniform-base transistor. The results are similar for the nonuniform case,
although the analytical procedure is more tedious. In most instances the dc base current is low
enough that the dc voltage drop in r;, is negligible, so we neglect ry.

Consider Fig. 3.45 with dc signals so that Vi1 = Vi1, Vio = Vi, Vo1 = Vor, and Vo =
Voa. Let Vip = Vi1 — Via. Also, assume that the collector resistors may not be identical. Let
Rc1 and Rc» represent the values of the resistors attached to Q1 and Q», respectively. From
KVL around the input loop,

Vip — Vee1 + Vg2 =0 (3.202)
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Therefore,

Iei 1
VID_VTln——V 1€ _ g, fetIs2 (3.203)

Is1 Is> Ica I
The factors determining the saturation current /g of a bipolar transistor are described in Chapter
1. There it was shown that if the impurity concentration in the base region is uniform, these
saturation currents can be written

27 27
<D D
Ig= — T 4 T 4, (3.204)
NaWg1(Vep) Op1(Ven)
27 27
<D D
[p= —Piln 4, _dMiZn ,, (3.205)
NaWpa(Vep) Op2(Ven)

where Wg(Vcp) is the base width as a function of Vcp, N4 is the acceptor density in the
base, and A is the emitter area. We denote the product N4y Wg(Vep) as O p(Vep), the total base
impurity doping per unit area.

The input offset voltage Vg is equal to the value of V;p = V1 — V), that must be applied
to the input to drive the differential output voltage Vop = Vo1 — Vo2 to zero. For Vpp to be
zero, Ic1Rc1 = Icy Reo; therefore,

fet _ Re

- (3.206)
Ico  Rei
Substituting (3.204), (3.205), and (3.206) into (3.203) gives
R A Vi
Vos = Vrln [(C2> <2> <QB‘( CB))} (3.207)
Rci Ay Op(Vep)

This expression relates the input offset voltage to the device parameters and Rc mismatch.
Usually, however, the argument of the log function is very close to unity and the equation can
be interpreted in a more intuitively satisfying way. In the following section we perform an
approximate analysis, valid if the mismatches are small.

3.5.6.3 Offset Voltage of the Emitter-Coupled Pair: Approximate Analysis
In cases of practical interest involving offset voltages and currents, the mismatch between any
two nominally matched circuit parameters is usually small compared with the absolute value
of that parameter. This observation leads to a procedure by which the individual contributions
to offset voltage can be considered separately and summed.

First, define new parameters to describe the mismatch in the components, using the
relations

AX=X|—-X, (3.208)

X1+ X
yo ALt (3.209)
2
Thus AX is the difference between two parameters, and X is the average of the two nominally
matched parameters. Note that A X can be positive or negative. Next invert (3.208) and (3.209)

to give

AX

Xi=X+—- (3.210)
AX

X=X — — (3.211)
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These relations can be applied to the collector resistances, the emitter areas, and the base
doping parameters in (3.207) to give

AR AA A
Rc — —= A— 5 Op+ 2QB
VOS = VT In ARC AA AQB (3.212)
Ret =~ ) \At 75 ) \@s—

With the assumptions that ARc < Rc, AA K A, and AQp K QOp, (3.212) can be

simplified to
ARc AA AQp
Vos >~ Vrln |:<1—) (1—) <1+ >:|
Rc A OB

N ARc AA AQp
~ Vr {m <1— Re )+ln <1—A>+ln (1+ 0s ﬂ (3.213)

If x <« 1, a Taylor series can be used to show that

2 x3

X
In(l+x)=x— o+ ... 3214
n(l+x)=x 2—1-3 ( )

Applying (3.214) to each logarithm in (3.213) and ignoring terms higher than first order in the
expansions gives

ARc AA AQB) (3.215)

VOS—VT( Re A+QB

Thus, under the assumptions made, we have obtained an approximate expression for the
input offset voltage, which is the linear superposition of the effects of the different components.
It can be shown that this can always be done for small component mismatches. Note that the
signs of the individual terms of (3.215) are not particularly significant, since the mismatch fac-
tors can be positive or negative depending on the direction of the random parameter variation.
The worst-case offset occurs when the terms have signs such that the individual contributions
add.

Equation 3.215 relates the offset voltage to mismatches in the resistors and in the structural
parameters A and Q p of the transistors. For the purpose of predicting the offset voltage from
device parameters that are directly measurable electrically, we rewrite (3.215) to express the
offset in terms of the resistor mismatch and the mismatch in the saturation currents of the

transistors:
ARc Alg
Vos>Vr|——— — (3.216)

where
Als  AA  AQp

Is A OB
is the offset voltage contribution from the transistors themselves, as reflected in the mismatch
in saturation current. Mismatch factors ARc/Rc and Alg/Ig are actually random parameters
that take on a different value for each circuit fabricated, and the distribution of the observed
values is described by a probability distribution. For large samples the distribution tends toward
a normal, or Gaussian, distribution with zero mean. Typically observed standard deviations
for the preceding mismatch parameters for small-area diffused devices are

OAR/R =0.01 OAIg/lg =0.05 (3.218)

(3.217)
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In the Gaussian distribution, 68 percent of the samples have a value within + o of the mean
value. If we assume that the mean value of the distribution is zero, then 68 percent of the resistor
pairs in a large sample will match within 1 percent, and 68 percent of the transistor pairs will
have saturation currents that match within 5 percent for the distributions described by (3.218).
These values can be heavily influenced by device geometry and processing. If we pick one
sample from each distribution so that the parameter mismatch is equal to the corresponding
standard deviation, and if the mismatch factors are chosen in the direction so that they add, the
resulting offset from (3.216) would be

Vos = (26mV)(0.01 4 0.05) ~ 1.5mV (3.219)

Large ion-implanted devices with careful layout can achieve Vpg ~ 0.1 mV. A parameter of
more interest to the circuit designer than the offset of one sample is the standard deviation of
the total offset voltage. Since the offset is the sum of two uncorrelated random parameters,
the standard deviation of the sum is equal to the square root of the sum of the squares of the
standard deviation of the two mismatch contributions, or

Oves = Vr \/(UAR/R)Z + (oarg/15)? (3.220)

The properties of the Gaussian distribution are summarized in Appendix A.3.1.

3.5.6.4 Offset Voltage Drift in the Emitter-Coupled Pair
When emitter-coupled pairs are used as low-level dc amplifiers where the offset voltage is
critical, provision is sometimes made to manually adjust the input offset voltage to zero with
an external potentiometer. When this adjustment is done, the important parameter becomes
not the offset voltage itself, but the variation of this offset voltage with temperature, often
referred to as drift. For most practical circuits, the sensitivity of the input offset voltage to
temperature is not zero, and the wider the excursion of temperature experienced by the circuit,
the more error the offset voltage drift will contribute. This parameter is easily calculated for
the emitter-coupled pair by differentiating (3.207) as follows
dVos  Vos
T =T (3.221)

using V7 = kT/q and assuming the ratios in (3.207) are independent of temperature. Thus
the drift and offset are proportional for the emitter-coupled pair. This relationship is observed
experimentally. For example, an emitter-coupled pair with a measured offset voltage of 2 mV
would display a drift of 2mV/300°K or 6.6, V/°C under the assumptions we have made.

Equation 3.221 appears to show that the drift also would be nulled by externally adjusting
the offset to zero. This observation is only approximately true because of the way in which
the nulling is accomplished.!? Usually an external potentiometer is placed in parallel with a
portion of one of the collector load resistors in the pair. The temperature coefficient of the nulling
potentiometer generally does not match that of the diffused resistors, so a resistor-mismatch
temperature coefficient is introduced that can make the drift worse than it was without nulling.
Voltage drifts in the 1wV/°C range can be obtained with careful design.

3.5.6.5 Input Offset Current of the Emitter-Coupled Pair

The input offset current /pg is measured with the inputs connected only to current sources
and is the difference in the base currents that must be applied to drive the differential output
voltage Vop = Vo1 — Voo to zero. Since the base current of each transistor is equal to the
corresponding collector current divided by beta, the offset current is

log = <L ¢ (3.222)
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when Vpp = 0. As before, we can write

Alc Alc
Ici=Ic + - Ico = Ic — - (3.223)
A A
Bri= Br + % Br2 = Br — % (3.224)
Inserting (3.223) and (3.224) into (3.222), the offset current becomes
Al Al
e+ 2e Al
los = - 3.225
o8 ABr ABr (3:22)
Br+—  Br——

Neglecting higher-order terms, this becomes

1, Al A
Ios ~ - (C - ﬂF) (3.226)
Br \ Ic BF
For Vop to be zero, Ic1Rc1 = IcoReo; therefore, from (3.206), the mismatch in collector
currents is
Al AR
oe_ _oe (3.227)
Ic Rc

Equation 3.227 shows that the fractional mismatch in the collector currents must be equal in
magnitude and opposite in polarity from the fractional mismatch in the collector resistors to
force Vop = 0. Substituting (3.227) into (3.226) gives

Ic (ARc A
lps ~ _t¢ < c. ﬂF) (3.228)
Rc BF

A typically observed beta mismatch distribution displays a deviation of about 10 percent.
Assuming a beta mismatch of 10 percent and a mismatch in collector resistors of 1 percent,
we obtain

N Ic <ARC " Aﬁp)
Rc BF

In many applications, the input offset current as well as the input current itself must be
minimized. A good example is the input stage of operational amplifiers. Various circuit and
technological approaches to reduce these currents are considered in Chapter 6.

Ic
=——>(0.11) = —0.11 (Ip) (3.229)
Br

3.5.6.6 Input Offset Voltage of the Source-Coupled Pair

As mentioned earlier in the chapter, MOS transistors inherently provide higher input resistance
and lower input bias current than bipolar transistors when the MOS gate is used as the input.
This observation also applies to differential-pair amplifiers. The input offset current of an
MOS differential pair is the difference between the two gate currents and is essentially zero
because the gates of the input transistors are connected to silicon dioxide, which is an insulator.
However, MOS transistors exhibit lower transconductance than bipolar transistors at the same
current, resulting in poorer input offset voltage and common-mode rejection ratio in MOS
differential pairs than in the case of bipolar transistors. In this section we calculate the input
offset voltage of the source-coupled MOSFET pair.

Consider Fig. 3.50 with dc signals so that Vi1 = Vi1, Vio = Via, Vo1 = Vor, and Vo =
Voo.Let Vip = Vi1 — V. Also, assume that the drain resistors may not be identical. Let R p
and R p; represent the values of the resistors attached to M1 and M», respectively. KVL around
the input loop gives

Vibp — Vgs1 + Vgs2 =0 (3.230)
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Solving (1.157) for the gate-source voltage and substituting into (3.230) gives
Vip= Ves1 — Vgs2

SN ) v, 2102 (3.231)
Ve T\ e w/Ly '
As in the bipolar case, the input offset voltage Vg is equal to the value of Vip = V1 — Vo
that must be applied to the input to drive the differential output voltage Vop = Vo1 — Vo2 to
zero. For Vop to be zero, Ipi Rp1 = Ip2 R py; therefore,

21 21
vos=v,1—v[2+\/ bl \/ D2 (3.232)

K (W/Ly,  \| K (W/L),

subject to the constraint that Ip; Rp1 = IpaRpa.

3.5.6.7 Offset Voltage of the Source-Coupled Pair: Approximate Analysis

The mismatch between any two nominally matched circuit parameters is usually small com-

pared with the absolute value of that parameter in practice. As a result, (3.232) can be rewritten

in a way that allows us to understand the contributions of each mismatch to the overall offset.
Defining difference and average quantities in the usual way, we have

Alp=Ip1 — Ip (3.233)
Ip= I’N;J (3.234)
A(W/L) = (W/L)1 — (W/L)> (3.235)
(W/L) = (W/L) -;(W/L)z (3.236)
AV =V — Vi (3.237)
Vi = w (3.238)
AR, = Rp1 — Ry (3.239)
R = @ (3.240)
Rearranging (3.233) and (3.234) as well as (3.235) and (3.236) gives
Ipi=Ip+ % Ipp = Ip — % (3.241)
=i+ S8y = oy - S0P (3.242)

Substituting (3.237), (3.241), and (3.242) into (3.232) gives

Vos = AV, + 2(Ip+ Alp/2) _ 2(Ip — Alp/2) (3.243)
k' [(W/L)+ A(W/L)/2] kK [((W/L) — A(W/L)/2]

Rearranging (3.243) gives

1+ Alp/2Ip 1 —AlIp/2Ip
AW/L) || AW/L)
2 (W/L) 2(W/L)

Vos = AV + (Vgs — Vi)

(3.244)
I+
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If the mismatch terms are small, the argument of each square root in (3.244) is approximately
unity. Using /x > (1 + x)/2 when x >~ 1 for the argument of each square root in (3.244), we
have

+(VG5—VZ) 14+ Alp/2Ip 1—Alp/2Ip

2 - A(W/L) 1 A(W/L)

2 (W/L) 2 (W/L)

Carrying out the long divisions in (3.245) and ignoring terms higher than first order gives
L Wes = Vo (Alp _ AW/L)
2 Ip (W/L)

When the differential input voltage is Vg, the differential output voltage is zero; therefore,
IpiRr1 = Ip2Rp2, and

Vos ~ AV, (3.245)

VOS ~ AV, (3246)

Alp  ARp
In  RL
In other words, the mismatch in the drain currents must be opposite of the mismatch of the
load resistors to set Vop = 0. Substituting (3.247) into (3.246) gives
(Vas — Vi) (_ ARL A(W/L))

Vos = AV, —
os = 8%+ <RL W/D)

(3.247)

(3.248)

The first term on the right side of (3.248) stems from threshold mismatch. This mismatch
component is present in MOS devices but not in bipolar transistors. This component results
in a constant offset component that is bias-current independent. Threshold mismatch is a
strong function of process cleanliness and uniformity and can be substantially improved by
the use of careful layout. Measurements indicate that large-geometry structures are capable of
achieving threshold-mismatch distributions with standard deviations on the order of 2 mV in
a modern silicon-gate MOS process. This offset component alone limits the minimum offset
in the MOS case and is an order of magnitude larger than the total differential-pair offset in
modern ion-implanted bipolar technologies.

The second term on the right side of (3.248) shows that another component of the offset
scales with the overdrive V,,, = (Vgs — V;) and is related to a mismatch in the load elements or
in the device W/ L ratio. In the bipolar emitter-coupled pair offset, the corresponding mismatch
terms were multiplied by V7, typically a smaller number than V,,, /2. Thus source-coupled pairs
of MOS transistors display higher input offset voltage than bipolar pairs for the same level
of geometric mismatch or process gradient even when threshold mismatch is ignored. The
key reason for this limitation is that the ratio of the transconductance to the bias current is
much lower with MOS transistors than in the bipolar case. The quantities Vr in (3.216) and
(Vs — Vi)/2 = V,, /2 in (3.248) are both equal to Ig1as/gm for the devices in question. This
quantity is typically in the range 50 mV to 500 mV for MOS transistors instead of 26 mV for
bipolar transistors.

3.5.6.8 Offset Voltage Drift in the Source-Coupled Pair

Offset voltage drift in MOSFET source-coupled pairs does not show the high correlation
with offset voltage observed in bipolar pairs. The offset consists of several terms that have
different temperature coefficients. Both V; and V,, have a strong temperature dependence,
affecting Vs in opposite directions. The temperature dependence of V,,, stems primarily from
the mobility variation, which gives a negative temperature coefficient to the drain current,
while the threshold voltage depends on the Fermi potential. As shown in Section 1.5.4, the
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latter decreases with temperature and contributes a positive temperature coefficient to the drain
current. The drift due to the AV, term in Vps may be quite large if this term itself is large.
These two effects can be made to cancel at one value of /p, which is a useful phenomenon for
temperature-stable biasing of single-ended amplifiers. In differential amplifiers, however, this
phenomenon is not greatly useful because differential configurations already give first-order
cancellation of Vg temperature variations.

3.5.6.9 Small-Signal Characteristics of Unbalanced Differential Amplifiers!!
As mentioned in Section 3.5.4, the common-mode-to-differential-mode gain and differential-
mode-to-common-mode gain of unbalanced differential amplifiers are nonzero. The direct
approach to calculation of these cross-gain terms requires analysis of the entire small-signal
diagram. In perfectly balanced differential amplifiers, the cross-gain terms are zero, and the
differential-mode and common-mode gains can be found by using two independent half cir-
cuits, as shown in Section 3.5.5. With imperfect matching, exact half-circuit analysis is still
possible if the half circuits are coupled instead of independent. Furthermore, if the mismatches
are small, a modified version of half-circuit analysis gives results that are approximately valid.
This modified half-circuit analysis not only greatly simplifies the required calculations, but
also gives insight about how to reduce Ay, —gn and Agy—cqn in practice.

First consider a pair of mismatched resistors R and R, shown in Fig. 3.63. Assume that the
branch currents are i1 and i», respectively. From Ohm’s law, the differential and common-mode
voltages across the resistors can be written as

Va=VI —Vvy =I01R| —i2R> (3.249)

and

vi+v2 i1R1 +i2R>
2 2

Define iy = i1 — iz, i. = (i1 +i2)/2, AR = R; — Ry, and R = (R + R»)/2. Then (3.249)

and (3.250) can be rewritten as

Vg = <ic+ l;) (R+ AzR) - (ic - ’;) <R— A2R> =igR+i. (AR) (3.251)
(oo 5) () () (=)
c 4 .

2
These equations can be used to draw differential and common-mode half circuits for the
pair of mismatched resistors. Since the differential half circuit should give half the differential
voltage dropped across the resistors, the two terms on the right-hand side of (3.251) are each

divided by two and used to represent one component of a branch voltage of v, /2. The differen-
tial half circuit is shown in Fig. 3.64a. The first component of the branch voltage is the voltage

|

+ +

R1 §V1 R2§V2

(3.250)

Ve =

and

Figure 3.63 A pair of mismatched resistors.
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+  Figure 3.64 (a) Differential and
(b) common-mode half circuits for
(a) (b) a pair of mismatched resistors.

dropped across R and is half the differential current times the average resistor value. The second
component is the voltage across the dependent voltage source controlled by the current flowing
in the common-mode half circuit and is proportional to half the mismatch in the resistor values.
The common-mode half circuit is constructed from (3.252) and is shown in Fig. 3.64b. Here
the total branch voltage v is the sum of the voltages across a resistor and a dependent voltage
source controlled by the current flowing in the differential half circuit. In the limiting case where
AR = 0, the voltage across each dependent source in Fig. 3.64 is zero, and each half circuit
collapses to simply a resistor of value R. Therefore, the half circuits are independent in this case,
as expected. In practice, however, AR # 0, and Fig. 3.64 shows that the differential voltage
depends not only on the differential current, but also on the common-mode current. Similarly,
the common-mode voltage depends in part on the differential current. Thus the behavior of a
pair of mismatched resistors can be represented exactly by using coupled half circuits.

Next consider a pair of mismatched voltage-controlled current sources as shown in
Fig. 3.65. Assume that the control voltages are v; and v, respectively. Then the differential
and common-mode currents can be written as

ig=11 — 12 = gn1V1 — &m2V2

A Vd A Vd
= (o + 55) (e ) = (o0 = 52) (- 5)

= gmVd + AgmVc (3.253)
and
P it+i2  gmiVi+ 8&m2v2
¢ 2 2
+% (v+v—d>+ _ Bem (va—d)
B 8m ) et 8m B TS
- 2
AgmV
= gmve + g:f d (3.254)

where vy =vi —v2,ve = (V1 +v2)/2, Agm = &m1 — &m2, and g = (&m1 + &m2)/2.

y J:
) EmiV1 C) 8m2V2

()

Figure 3.65 A pair of mismatched voltage-controlled
current sources.
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OLT SNOE O NOE

Figure 3.66 (a) Differential and
(b) common-mode half circuits
for a pair of mismatched voltage-
(a) () controlled current sources.

The corresponding differential and common-mode half circuits each use two voltage-
controlled current sources, as shown in Fig. 3.66. In each case, one dependent source is
proportional to the average transconductance and the other to half the mismatch in the transcon-
ductances. With perfect matching, the mismatch terms are zero, and the two half circuits are
independent. With imperfect matching, however, the mismatch terms are nonzero. In the dif-
ferential half circuit, the mismatch current source is controlled by the common-mode control
voltage. In the common-mode half circuit, the mismatch current source is controlled by half
the differential control voltage. Thus, as for mismatched resistors, the behavior of a pair of
mismatched voltage-controlled current sources can be represented exactly by using coupled
half circuits.

With these concepts in mind, construction of the differential and common-mode half
circuits of unbalanced differential amplifiers is straightforward. In the differential half circuit,
mismatched resistors are replaced by the circuit shown in Fig. 3.64a, and mismatched voltage-
controlled current sources are replaced by the circuit in Fig. 3.66a. Similarly, the circuits
shown in Fig. 3.64b and Fig. 3.66b replace mismatched resistors and voltage-controlled current
sources in the common-mode half circuit. Although mismatches change the differential and
common-mode components of signals that appear at various points in the complete unbalanced
amplifier, the differential components are still equal and opposite while the common-mode
components are identical by definition. Therefore, small-signal short and open circuits induced
by the differential and common-mode signals are unaffected by these replacements.

For example, the differential and common-mode half circuits of the unbalanced differential
amplifier shown in Fig. 3.67 are shown in Fig. 3.68. KCL at the output of the differential half

Ttail Figure 3.67 The small-signal dia-
gram of an unbalanced differential
= amplifier.
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Vie v C) 8mY T ? Voc
= N l‘
Viail < 2 =
- Figure 3.68 (a) Differential and (b)
= common-mode half circuits of the
() differential amplifier shown in Fig. 3.67.
circuit in Fig. 3.68a gives
IRd Vid | Agm
— —+ —v=0 3.255
5 tem— +— ( )
KCL at the output of the common-mode half circuit in Fig. 3.68) gives
Agm Vi
gmv + Z8m Vid +ige=0 (3.256)
2 2
Also, KVL around the input loop in the common-mode half circuit gives
V = Vie = Vtail = Vie + 2iRcT il (3.257)
Substituting (3.257) into (3.256) and rearranging gives
Agm Vid
8mVic + Zm é
iRe = ——————""""= (3.258)
1+ 2gmrail
Substituting (3.257) and (3.258) into (3.255) and rearranging gives
AgmTtail Agm
/ . mltal =™ 5 A A .
IRd _ Vid —gm + 2 + v, (_ Em EmTtail §m ) (3.259)
2 2 1+ 2gmrail 2 1+ 2gmrail
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From KVL in the R branch in the differential half circuit in Fig. 3.68a,

Vod . AR IRd
— =ige— + —R 3.260
B LRc ) + 3 ( )

Substituting (3.258) and (3.259) into (3.260) and rearranging gives
Vod = AdmVid + Acm—dmVic (3.261)

where Ag, and Agpy—agn are

AgmTail R————
v
Agm = -2 = —guR+ 2 2 2 (3.262)
Vid | y,. =0 1+ 2gmrail
AR+ Agy, R
Amam = 24 = — (M> (3.263)
Vie | vy =0 I+ 2gmrui
From KVL in the R branch in the common-mode half circuit in Fig. 3.68b,
ird AR
Voo = > 3 +ircR (3.264)
Substituting (3.258) and (3.259) into (3.264) and rearranging gives
Voc = Adm—cmVid + AemVic (3.265)
where Ay —cm and Ay, are
Vo
Adm—cm = =
Vid Vie=0
Agm 2
AgmR — gnAR | 2gmril | ——
_ Y ARy 28n (3.266)
TTa s T+ 2gmrai '
Agm AR
Voc R+ "5
Aep = — =—| — (3.267)
Vie | y;;=0 1 + 2gmrail

The calculations in (3.255) through (3.267) are based on the half circuits in Fig. 3.68
and give exactly the same results as an analysis of the entire differential amplifier shown in
Fig. 3.67. Because the half circuits are coupled, however, exact half-circuit analysis requires
the simultaneous consideration of both half circuits, which is about as complicated as the direct
analysis of the entire original circuit.

In practice, the mismatch terms are usually a small fraction of the corresponding average
values. As a result, the dominant contributions to the differential signals that control the mis-
match generators in the common-mode half circuit stem from differential inputs. Similarly,
the dominant part of the common-mode signals that control the mismatch generators in the
differential half circuit arise from common-mode inputs. Therefore, we will assume that the
signals controlling the mismatch generators can be found approximately by analyzing each
half circuit independently without mismatch. The signals that control the mismatch generators
in Fig. 3.68 are ig., igrq/2, v, and v;4/2. We will find approximations to these quantities, ; g,
iRra/2, v, and D4 /2 using the half circuits shown in Fig. 3.69, where the inputs are the same as
in Fig. 3.68 but where the mismatch terms are set equal to zero. By ignoring the second-order
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=
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<>
/
r
>

(@) (b)
Figure 3.69 (a) Differential and (b) common-mode half circuits of the differential amplifier shown in
Fig. 3.67 with mismatch terms set equal to zero.

interactions in which the mismatch generators influence the values of the control signals, this
process greatly simplifies the required calculations, as shown next.
From inspection of the differential half circuit in Fig. 3.69a,

Via'_ Vid (3.268)
2 2
and
iRd Vid
—_— = 3.269
) 8m ) ( )
From the common-mode half circuit in Fig. 3.695,
D = Vie — gm? Qrai) = ——1¢ (3.270)
ic 8m tail 1+ 2gmrtail .
Therefore,
N Vi
iRe = §mVic (3.271)

- 1+ 2gmTail

Now reconsider the differential half circuit with mismatch shown in Fig. 3.68a. Assume
that ige = {ge and v = . Then

Vod AR (é’mv>_ Vid p  Dgm  Vie g (3.272)
2 7 2 \1+2gmrai "2 2 14 2gmri '

From (3.272),

Agy = 224 ~ —gnR (3.273)
Vid | v;. =0
and
AR+ Agn R
Aem—dm = -2 ~ (g’”+g”’> (3.274)
Vie | yiy=0 1+ 2gmrtail

Equation 3.274 shows that the ratio A 4, / Acm—dm 1S approximately proportional to 1 + 2g,, /il -
Also, (3.274) agrees exactly with (3.263) in this case because the g, generator in Fig. 3.68a is
controlled by a purely differential signal. In other examples, the common-mode-to-differential-
mode gain calculated in this way will be only approximately correct.
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Now reconsider the common-mode half circuit with mismatch shown in Fig. 3.68b and
assume that i gz ~ igg. From KCL at the tail node,

Agm Vid
vl = (gmv + =2 Y4 o (3.275)

2 2

Then
Agm Vid
Vie — T’”é (2ril)
V= "Vic = Vuil = (3.276)
1 + 2gmrail

From KCL at the output node in Fig. 3.68b,

ird AR
Voc = Y3~~~ A .
2 2 8m Vid
—_s = — =0 3.277
R + gmv + ) ( )
Assume that i gy > [ gy. Substituting (3.269) and (3.276) into (3.277) and rearranging gives
1 Agm R R
Voo & — (gmAR + g’”) - —" (3.278)
4 1+ 2gmrail 1+ 2gmrail
From (3.278),
Voc 1 AgmR )
Adn—em = — ~—— < AR+ —— (3.279)
T Vi =0 4\ 5 1+ 2gmruail
and
R
Ay = 22€ ~__ St (3.280)
Vie | y,y=0 1+ 2gmrai

These equations show that increasing the degeneration to common-mode inputs represented by
the quantity 1 4 2g,, i reduces the magnitude of Ay—dm»> Adm—cm»> and Ay . AS rjip — 00
in this case, A¢y—gm — 0 and A, — 0. On the other hand, A4, does not approach zero
when r,;; becomes infinite. Instead,

lim Ay, ~ —SmAR (3.281)

Ttail = 00 4

With finite and mismatched transistor output resistances, Aq,—4m also approaches a nonzero
value as ry,j) becomes infinite. Therefore, r,; should be viewed as an important parameter
because it reduces the sensitivity of differential pairs to common-mode inputs and helps reduce
the effects of mismatch. However, even an ideal tail current source does not overcome all the
problems introduced by mismatch. In Chapter 4, we will consider transistor current sources
for which r,; can be quite large.

EXAMPLE

Consider the unbalanced differential amplifier in Fig. 3.67. Assume that
gm1 = 1.001l mA/V g2 = 0.999 mA/V
Ry =101kQ Ry =99kQ rail = 1 MQ

Find Agm, Acms Acm—dm> and Agm—cm .-
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Calculating average and mismatch quantities gives

gm1 + 8&m2 mA mA
gm= % =157 Agm=gm — gm = 00027~
R+ R
R =%=1OOKQ AR = R| — Ry = 2k
From (3.269)
iR _ _MAVia __ Vid
2 vV 2 2%
From (3.271)
mA
Py Vie

Re = T2 (1)(1000) 2001k

From (3.273), (3.274), (3.279), and (3.280),
Agm =~ —1 (100) = —100

_1@+0002(100) o
1+2(1)1000) —
0.002 (100) >N 0

Acm—dm =

1
Aan-en =~ (10 7553 oo

B 1 (100) 0,05
1+2(1)(1000) —

u cm —

APPENDIX
A.3.1 ELEMENTARY STATISTICS AND THE GAUSSIAN DISTRIBUTION

From the standpoint of a circuit designer, many circuit parameters are best regarded as random
variables whose behavior is described by a probability distribution. This view is particularly
important in the case of a parameter such as offset voltage. Even though the offset may be
zero with perfectly matched components, random variations in resistors and transistors cause
a spread of offset voltage around the mean value, and the size of this spread determines the
fraction of circuits that meet a given offset specification.

Several factors cause the parameters of an integrated circuit to show random variations.
One of these factors is the randomness of the edge definition when regions are defined to form
resistors and active devices. In addition, random variations across the wafer in the diffusion
of impurities can be a significant factor. These processes usually give rise to a Gaussian
distribution (sometimes called a normal distribution) of the parameters. A Gaussian distribution
of a parameter x is specified by a probability density function p(x) given by

- 1 [ (x — m)z]
p(x) = exp | —————
N 2mo P 202
where o is the standard deviation of the distribution and m is the mean or average value of x.
The significance of this function is that, for one particular circuit chosen at random from a large
collection of circuits, the probability of the parameter having values between x and (x + dx)
is given by p(x)dx, which is the area under the curve p(x) in the range x to (x + dx). For

(3.282)
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Figure 3.70 Probability density function p(x) for a Gaussian distribution with mean value m and
standard deviation o. p(x) = exp[—(x — m)z/(202)]/(\/ 2m0).

example, the probability that x has a value less than X is obtained by integrating (3.282) to give

X
Px < X)= / p(x) dx (3.283)
X (x —m)?

In a large sample, the fraction of circuits where x is less than X will be given by the probability
P(x < X), and thus this quantity has real practical significance. The probability density func-
tion p(x) in (3.282) is sketched in Fig. 3.70 and shows a characteristic bell shape. The peak
value of the distribution occurs when x = m, where m is the mean value of x. The standard devi-
ation o is a measure of the spread of the distribution, and large values of o give rise to a broad
distribution. The distribution extends over —0o < x < 00, as shown by (3.282), but most of the
area under the curve is found in the range x = m = 30, as will be seen in the following analysis.

The development thus far has shown that the probability of the parameter x having values
in a certain range is just equal to the area under the curve of Fig. 3.70 in that range. Since
x must lie somewhere in the range = oo, the total area under the curve must be unity, and
integration of (3.282) will show that this is so. The most common specification of interest to
circuit designers is the fraction of a large sample of circuits that lies inside a band around
the mean. For example, if a circuit has a gain x that has a Gaussian distribution with mean
value 100, what fraction of circuits have gain values in the range 90 to 110? This fraction can
be found by evaluating the probability that x takes on values in the range x = m % 10 where
m = 100. This probability could be found from (3.282) if o is known by integrating as follows:

m+10 1

(x — m)?
Pm—10<x<m+10) = / } dx (3.285)

€X' —_——
m—10 ~2mo p{ 202

This equation gives the area under the Gaussian curve in the range x = m * 10.
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Area under the Gaussian curve

k in the range m = ko
0.2 0.159
0.4 0.311
0.6 0.451
0.8 0.576
1.0 0.683
1.2 0.766
1.4 0.838
1.6 0.890
1.8 0.928
2.0 0.954
22 0.972
2.4 0.984
2.6 0.991 Figure 3.71 Values of the integral in (3.286) for
2.8 0.995 various values of k. This integral gives the area
3.0 0.997 under the Gaussian curve of Fig. 3.70 in the range

x == ko.

To simplify calculations of the kind described above, values of the integral in (3.285)
have been calculated and tabulated. To make the tables general, the range of integration is
normalized to o to give

P( ka<x<m+ka)—/ ex { (x_m)z}dx
" B m—ko \/E (e P 202
Values of this integral for various values of k are tabulated in Fig. 3.71. This table shows that
P = 0.683 for k = 1 and thus 68.3 percent of a large sample of a Gaussian distribution lies
within a range x = m * o. For k = 3, the value of P = 0.997 and thus 99.7 percent of a large
sample lies within a range x = m * 30.

Circuit parameters such as offset or gain often can be expressed as a linear combination
of other parameters as shown in (3.216) and (3.248) for offset voltage. If all the parameters are
independent random variables with Gaussian distributions, the standard deviations and means
can be related as follows. Assume that the random variable x can be expressed in terms of
random variables a, b, and ¢ using

m-+ko

(3.286)

x=a+b-—c (3.287)

Then it can be shown that
my=mg+mp — mg (3.288)
0} =02 +o0}+a?2 (3.289)

where m, is the mean value of x and o, is the standard deviation of x. Equation 3.289 shows
that the square of the standard deviation of x is the sum of the square of the standard deviations
of a, b, and c. This result extends to any number of variables.

These results were treated in the context of the random variations found in circuit param-
eters. The Gaussian distribution is also useful in the treatment of random noise, as described
in Chapter 11.

[ ] EXAMPLE

The offset voltage of a circuit has a mean value of m = 0 and a standard deviation of o = 2
mV. What fraction of circuits will have offsets with magnitudes less than 4 mV?
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A range of offset of = 4 mV corresponds to = 20. From Fig. 3.71, we find that the area
under the Gaussian curve in this range is 0.954, and thus 95.4 percent of circuits will have

[ offsets with magnitudes less than 4 mV.

PROBLEMS

For the npn bipolar transistors in these problems, use
the high-voltage bipolar device parameters given in
Fig. 2.30, unless otherwise specified.

3.1 Determine the input resistance, transconduc-
tance, and output resistance of the CE amplifier of
Fig.3.7if Rc = 20kQand I = 250 pA. Assume that
r, = 0.

3.2 A CE transistor is to be used in the amplifier
of Fig. 3.72 with a source resistance Ry and collector
resistor Rc. First, find the overall small-signal gain
v,/v; as a function of Ry, R¢, Bo, Va, and the collec-
tor current /. Next, determine the value of dc collector
bias current /. that maximizes the small-signal voltage
gain. Explain qualitatively why the gain falls at very
high and very low collector currents. Do not neglect
7, in this problem. What is the voltage gain at the
optimum /¢ ? Assume that r, = 0.

Vee

———o+

Yo

Figure 3.72 Circuit for Problem 3.2.

3.3 Assume that Rg = Rc = 50k in Problem
3.2, and calculate the optimum /.. What is the dc
voltage drop across Rc? What is the voltage gain?

3.4 For the common-source amplifier of Fig. 3.12,
calculate the small-signal voltage gain and the bias
values of V; and V, at the edge of the triode region.
Also calculate the bias values of V; and V,, where the
small-signal voltage gain is unity with the transistor
operating in the active region. What is the maxi-
mum voltage gain of this stage? Assume Vpp = 3V,
Rp =5k, 11,C,pp =200 uA/V2, W = 10pum, L =
1 wm, V, = 0.6 V,and A = 0. Check your answer with
SPICE.

3.5 Determine the input resistance, transconduc-
tance, and output resistance of the CB amplifier of
Fig.3.15if Ic = 250 pA and R = 10k€2. Neglect r,,
and r,.

3.6 Assume that R¢ is made large compared with
r, in the CB amplifier of Fig. 3.15. Use the equiva-
lent circuit of Fig. 3.17 and add r, between the input
(emitter terminal) and the output (collector terminal)
to calculate the output resistance when

(a) The amplifier is driven by an ideal current
source.

(b) The amplifier is driven by an ideal voltage
source. Neglect ry,.

3.7 Determine the input resistance of the CG
amplifier of Fig. 3.19 if the transistor operates
in the active region with I, = 100 pA. Let Rp =
10 k2, 1,Cor =200 pA/V2, A =0.01V~!, W=
100 wm, and L = 1pum. Ignore the body effect.
Repeat with Rp = 1 MQ. If the 100 pA current flows
through R in this case, a power-supply voltage of
at least 100 V would be required. To overcome this
problem, assume that an ideal 100-pA current source
is placed in parallel with R here.

3.8 Determine the input resistance, voltage gain
vo/vs, and output resistance of the CC amplifier of
Fig. 3.23aif Ry = 5k, R, = 500€2, and I = ImA.
Neglect 7, and r,. Do not include Rj in calculating the
input resistance. In calculating the output resistance,
however, include R;. Include both Ry and R; in the
gain calculation.

3.9 For the common-drain amplifier of Fig. 3.73,
assume W/L =10 and A =0. Use Table 2.2 for
other parameters. Find the dc output voltage Vo
and the small-signal gain v,/v; under the following
conditions:

(a) Ignoring the body effect and with R — oo.

(b) Including the body effect and with R — oo.

(¢) Including the body effectand with R = 100k €2.

(d) Including the body effect and with R = 10k€2.

Vpp=5V

-
(D200pa RZV,

Figure 3.73 Circuit for Problem 3.9.
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3.10 Determine the dc collector currents in Q;
and Q,, and then the input resistance and voltage
gain for the Darlington emitter follower of Fig. 3.74.
Neglect 7, rp, and r,. Assume that Vggen = 0.7 V.
Check your answer with SPICE and also use SPICE
to determine the output resistance of the stage.

Vee=10V

o +
V{}

Figure 3.74 Circuit for Problem 3.10.

3.11 Calculate the output resistance r; of the
common-emitter Darlington transistor of Fig. 3.75
as a function of Igjas. Do not neglect either r,, or
r,2 in this calculation, but you may neglect r, and
ru. If Icp = 1mA, what is r§ for Igias = 1mA? For
Igias = 0?

ac ground

Igias

Figure 3.75 Circuit for Problem 3.11.

3.12 ABiCMOS Darlington is shown in Fig. 3.76.
The bias voltage Vp is adjusted for a dc output voltage
of 2 V. Calculate the bias currents in both devices
and then calculate the small-signal voltage gain v, /v;
of the circuit. For the MOS transistor, assume W =
10pm, L = 1 wm, 1,C,y = 200 0A/V2, V, = 0.6V,
y=0.25V"2 ¢, =0.3V, and A = 0. For the bipo-
lar transistor, assume Is = 107'°A, B = 100, 7, = 0,
and V4, — oo. Use SPICE to check your result. Then
add A =0.05V~!, r, = 100%, and V4, =20V and
compare the original result to the result with this new
transistor data. Finally, use SPICE to compute the dc
transfer characteristic of the circuit.

Vee=3V
; R, =1kQ
O
+
+ My
Vi Qo
- VH
Ry
-_I__ Vs 1 kQ

Figure 3.76 BiCMOS Darlington circuit for Prob-
lem 3.12.

3.13 Determine the input resistance, transconduc-
tance, output resistance, and maximum open-circuit
voltage gain for the CE-CB circuit of Fig. 3.36 if
ICl = Icz =250 MA

3.14 Determine the input resistance, transconduc-
tance, output resistance, and maximum open-circuit
voltage gain for the CS-CG circuit of Fig.
3.38 if Ip; = Ip, =250 nA. Assume W/L = 100,
A=0.1V7! and x =0.1. Use Table 2.2 for other
parameters.

3.15 Find the output resistance for the active-
cascode circuit of Fig. 3.77 excluding resistor R.
Assume that all the transistors operate in the active
region with dc drain currents of 100 pA. Use the
transistor parameters in Table 2.4. Ignore the body
effect. Assume W = 10 pm, Ly, = 0.4 pm, and
X, = 0.1 pm for all transistors. Check your answer
with SPICE.

/\ﬁ&
— L
My f—o 4
+o—| M
= v

Figure 3.77 Active-cascode circuit for Problem 3.15.

3.16 Find the short-circuit transconductance of
the super-source follower shown in Fig. 3.43. As-
sume /; = 200 pA, I, = 100 pA, W, = 30 pm, and
W, = 10 um. Also, assume that both transistors
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5V
Rip < 10kQ é 10 kQ
R4 §1 kQ k| KQS
4Q1|'/i
, 0
¥ °——||a9@ 2
1
Vi 1 v

30 kQ

1kQ
M2 0
1 L —

Wy

Figure 3.78 BiCMOS amplifier for Problem 3.17.

operate in the active region, and ignore the body
effect. Use the transistor parameters in Table 2.4.
Assume Ly, = 0.4 pmand X, = 0.1 pm for all tran-
sistors.

3.17 A BiCMOS amplifier is shown in Fig. 3.78.
Calculate the small-signal voltage gain v, /v;. Assume
Is = 107"A, Br = 100, 1, = 0, V4 — 00, 14, Coy =
200 WA/V?, V, =0.6V, and A =0. Check your
answer with SPICE and then use SPICE to investigate
the effects of velocity saturation by including source
degeneration in the MOS transistors as shown in
Fig. 1.41 using €, = 1.5 x 10° V/m.

3.18 Determine the differential-mode gain,
common-mode gain, differential-mode input resis-
tance, and common-mode input resistance for the
circuit of Flg 3.45 with ITAIL =20 }LA, RTAIL =
10MQ, Rc = 100k€2, and Vgg = Voc =5 V. Neg-
lect ry, r,, and r,. Calculate the CMRR. Check with
SPICE and use SPICE to investigate the effects of
adding nonzero r;, and finite V4 as given in Fig. 2.30.

3.19 Repeat Problem 3.18, but with the addition
of emitter-degeneration resistors of value 4 k2 each.

3.20 Determine the overall input resistance, volt-
age gain, and output resistance of the CC-CB
connection of Fig. 3.79. Neglect r,, r,, and r;,. Note
that the addition of a 10-k€2 resistor in the collector of
0, would not change the results, so that the results of
the emitter-coupled pair analysis can be used.

3.21 Use half-circuit concepts to determine the
differential-mode and common-mode gain of the cir-
cuit shown in Fig. 3.80. Neglect r,, r,, and ry.
Calculate the differential-mode and common-mode
input resistance.

Vee=+15V

§10k9

-||—<|: &

= RiaL =10k

Vpp=—15V
Figure 3.79 Circuit for Problem 3.20.

3.22 Consider the circuit of Fig. 3.80 except
replace both npn transistors with n-channel MOS tran-
sistors. Neglect the body effect, and assume % = 0.
Use half-circuit concepts to determine the differential-
mode and common-mode gain of this modified circuit.

3.23 Design an emitter-coupled pair of the type
shown in Fig. 3.53a. Assume Itay. = 0 and select
values of Rc and Ryap to give a differential input
resistance of 2M€2, a differential voltage gain of 500,
and a CMRR of 500. What are the minimum values
of Ve and Vg that will yield this performance while
keeping the transistors biased in the forward-active
region under zero-signal conditions? Assume that the
dc common-mode input voltage is zero. Neglectry, .,
and r,.
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+Vee
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|||—0 R?-l-[
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Figure 3.80 Circuit for Problem 3.21.

3.24 Determine the required bias current and
device sizes to design a source-coupled pair to have the
following two characteristics. First, the small-signal
transconductance with zero differential input voltage
should be 1.0 mA/V. Second, a differential input volt-
age of 0.2 V should result in a differential output
current of 85 percent of the maximum value. Assume
that the devices are n-channel transistors that are made

BIBLIOGRAPHY

1. R. J. Widlar. “Some Circuit Design Tech-
niques for Linear Integrated Circuits,” IEEE Trans-
actions on Circuit Theory, Vol. CT-12, pp. 586-590,
December 1965.

2. H. R. Camenzind and A. B. Grebene. “An
Outline of Design Techniques for Linear Integrated
Circuits,” IEEE Journal of Solid-State Circuits, Vol.
SC-4, pp. 110-122, June 1969.

3. 1. Giles. Fairchild Semiconductor Linear Inte-
grated Circuits Applications Handbook. Fairchild
Semiconductor, 1967.

4. C. L. Searle, A. R. Boothroyd, E. J. Angelo,
P. E. Gray, and D. O. Pederson. Elementary Circuit
Properties of Transistors. Chapter 7, Wiley, New York,
1964.

5. S. Darlington. “Semiconductor  Signal
Translating Device,” U.S. Patent 2,663,806, May
1952.

6. F.V.Huntand R. W. Hickman. “On Electronic
Voltage Stabilizers,” Review of Scientific Instruments,
Vol. 10, pp. 6-21, January 1939.

Chapter 3 = Single-Transistor and Multiple-Transistor Amplifiers

with the technology summarized in Table 2.4. Use a
drawn device channel length of 1 wm. Neglect channel-
length modulation, and assume X, = 0.
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CHAPTER n

Current Mirrors, Active
Loads, and References

4.1 Introduction

Current mirrors made by using active devices have come to be widely used in analog integrated
circuits both as biasing elements and as load devices for amplifier stages. The use of current
mirrors in biasing can result in superior insensitivity of circuit performance to variations in
power supply and temperature. Current mirrors are frequently more economical than resistors
in terms of the die area required to provide bias current of a certain value, particularly when the
required value of bias current is small. When used as a load element in transistor amplifiers,
the high incremental resistance of the current mirror results in high voltage gain at low power-
supply voltages.

The first section of this chapter describes the general properties of current mirrors and
compares various bipolar and MOS mirrors to each other using these properties. The next
section deals with the use of current mirrors as load elements in amplifier stages. The last section
shows how current mirrors are used to construct references that are insensitive to variations in
supply and temperature. Finally, the appendix analyzes the effects of device mismatch.

4.2 Current Mirrors
4.2.1 General Properties

A current mirror is an element with at least three terminals, as shown in Fig. 4.1. The common
terminal is connected to a power supply, and the input current source is connected to the input
terminal. Ideally, the output current is equal to the input current multiplied by a desired current
gain. If the gain is unity, the input current is reflected to the output, leading to the name current
mirror. Under ideal conditions, the current-mirror gain is independent of input frequency, and
the output current is independent of the voltage between the output and common terminals.
Furthermore, the voltage between the input and common terminals is ideally zero because this
condition allows the entire supply voltage to appear across the input current source, simplifying
its transistor-level design. More than one input and/or output terminals are sometimes used.

In practice, real transistor-level current mirrors suffer many deviations from this ideal
behavior. For example, the gain of a real current mirror is never independent of the input
frequency. The topic of frequency response is covered in Chapter 7, and mainly dc and low-
frequency ac signals are considered in the rest of this chapter. Deviations from ideality that
will be considered in this chapter are listed below.

1. One of the most important deviations from ideality is the variation of the current-mirror
output current with changes in voltage at the output terminal. This effect is characterized
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by the small-signal output resistance, R,, of the current mirror. A Norton-equivalent model
of the output of the current mirror includes R,, in parallel with a current source controlled
by the input current. The output resistance directly affects the performance of many circuits
that use current mirrors. For example, the common-mode rejection ratio of the differential
amplifier depends directly on this resistance, as does the gain of the active-load circuits.
Increasing the output resistance reduces the dependence of the output current on the output
voltage and is therefore desirable. Generally speaking, the output resistance increases in
practical circuits when the output current decreases. Unfortunately, decreasing the output
current also decreases the maximum operating speed. Therefore, when comparing the output
resistance of two current mirrors, they should be compared at identical output currents.

2. Another important error source is the gain error, which is the deviation of the gain of
a current mirror from its ideal value. The gain error is separated into two parts: (1) the
systematic gain error and (2) the random gain error. The systematic gain error, €, is the
gain error that arises even when all matched elements in the mirror are perfectly matched
and will be calculated for each of the current mirrors presented in this section. The random
gain error is the gain error caused by unintended mismatches between matched elements.

3. When the input current source is connected to the input terminal of a real current mirror,
it creates a positive voltage drop, VN, that reduces the voltage available across the input
current source. Minimizing Viy is important because it simplifies the design of the input
current source, especially in low-supply applications. To reduce VN, current mirrors
sometimes have more than one input terminal. In that case, we will calculate an input
voltage for each input terminal. An example is the MOS high-swing cascode current mirror
considered in Section 4.2.5.
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4. A positive output voltage, Vour, is required in practice to make the output current
depend mainly on the input current. This characteristic is summarized by the minimum
voltage across the output branch, VouTmin), that allows the output device(s) to operate
in the active region. Minimizing VouT(miny maximizes the range of output voltages for
which the current-mirror output resistance is almost constant, which is important in
applications where current mirrors are used as active loads in amplifiers (especially with
low power-supply voltages). This topic is covered in Section 4.3. When current mirrors
have more than one output terminal, each output must be biased above its VouTt(min) t0
make the corresponding output current depend mainly on the input current.

In later sections, the performance of various current mirrors will be compared to each other
through these four parameters: R,, €, Vin, and VouT(min)-

4.2.2 Simple Current Mirror

4.2.2.1 Bipolar
The simplest form of a current mirror consists of two transistors. Fig. 4.2 shows a bipolar
version of this mirror. Transistor O is diode connected, forcing its collector-base voltage
to zero. In this mode, the collector-base junction is off in the sense that no injection takes
place there, and Q| operates in the forward-active region. Assume that O, also operates in the
forward-active region and that both transistors have infinite output resistance. Then Ioyr is
controlled by Vg2, which is equal to Vg by KVL. A KVL equation is at the heart of the
operation of all current mirrors. Neglecting junction leakage currents,
I I
Vpeay = Vrln 2 =Vpe1=Vrln Ll (4.1)
Iss Is1
where V7 = kT/q is the thermal voltage and /g and I 5> are the transistor saturation currents.
From (4.1),
Is2
Ier = —1Ic1 (4.2)
Is1
If the transistors are identical, /g1 = Ig» and (4.2) shows that the current flowing in the collector
of Q1 is mirrored to the collector of Q5. KCL at the collector of Q; yields

Icn 12
In—Ici————7=0 “4.3)

Br  Br
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IOUTzlcz* +
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Vin - >

_L Figure 4.2 A simple bipolar current
= Mirror.
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Therefore, with identical transistors,
hN
Iour = Ic2 = Ict = ——5~ (4.4)
14+ —
BF

If BF is large, the base currents are small and
Ioutr = Ic1 ~ Iin 4.5)

Thus for identical devices Q1 and Q,, the gain of the current mirror is approximately unity.
This result holds for both dc and low-frequency ac currents. Above the 3-dB frequency of
the mirror, however, the base current increases noticeably because the impedance of the base-
emitter capacitance decreases, reducing the gain of the current mirror. Frequency response is
studied in Chapter 7. The rest of this section considers dc currents only.

In practice, the devices need not be identical. Then from (4.2) and (4.3),

Iso Iso 1
1 = —Ic1 = | —1 4.6
our = goter = (72w L T Us/Ts) *0

Br

When Is2 = Is1, (4.6) is the same as (4.4). Since the saturation current of a bipolar transistor is
proportional to its emitter area, the first term in (4.6) shows that the gain of the current mirror
can be larger or smaller than unity because the emitter areas can be ratioed. If the desired
current-mirror gain is a rational number, M /N, the area ratio is usually set by connecting M
identical devices called units in parallel to form Q, and N units in parallel to form Qi to
minimize mismatch arising from lithographic effects in forming the emitter regions. However,
area ratios greater than about five to one consume a large die area dominated by the area of the
larger of the two devices. Thus other methods described in later sections are preferred for the
generation of large current ratios. The last term in (4.6) accounts for error introduced by finite
Br. Increasing Ig> /151 increases the magnitude of this error by increasing the base current of
Q> compared to that of Q7.

In writing (4.1) and (4.2), we assumed that the collector currents of the transistors are
independent of their collector-emitter voltages. If a transistor is biased in the forward-active
region, its collector current actually increases slowly with increasing collector-emitter voltage.
Fig. 4.3 shows an output characteristic for Q. The output resistance of the current mirror at
any given operating point is the reciprocal of the slope of the output characteristic at that point.
In the forward-active region,

Va
Ro =Tp2 = 7 (47)
Ic2
Iout =1Ic2
Vee2 = Va1
Iso
Isy 1]
— Vout = Ve
-V, Vert

Figure 4.3 npn output characteristic.
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The point where Vcgy = Vg and Vpgy = Vg is labeled on the characteristic. Because
the collector current is controlled by the base-emitter and collector-emitter voltages, Ic2 =
(Is2/Is1)Ic1 at this point. If the slope of the characteristic in saturation is constant, the vari-
ation in I¢» for changes in Vcpgy can be predicted by a straight line that goes through the
labeled point. As described in Chapter 1, extrapolation of the output characteristic in the
forward-active region back to the Vc gy axis gives an intercept at — V4, where V4 is the Early
voltage. If V4 > Vg1, the slope of the straight line is about equal to (I/s2/1s1)(Ic1/Va).
Therefore,

I Vers — Vi
Iz (1 L Yee CEl)
Verr — VCE1> s Va
- 1 I /1
Va 1+ + (Is2/1Is1)
BF

Since the ideal gain of the current mirror is /52 /s, the systematic gain error, €, of the current
mirror can be calculated from (4.8).

Is>
Iour = —Ici <1 + (4.8)
Is;

4 Veer — Vekr
. Va 1~ Ve —Verr 1+ Us/ls) .9)
14+ (Is2/1Is1) - Va Br '
1+ 2220
Br

The first term in (4.9) stems from finite output resistance and the second term from finite 8. If
VcEe2 > Vg1, the polarities of the two terms are opposite. Since the two terms are independent,
however, cancellation is unlikely in practice. The first term dominates when the difference in
the collector-emitter voltages and B are large. For example, with identical transistors and
Va =130V, if the collector-emitter voltage of Q; is held at Vggon), and if the collector-
emitter voltage of Q> is 30V, then the systematic gain error (30 — 0.6)/130 — 2/200 =~ 0.22.
Thus for a circuit operating at a power-supply voltage of 30 V, the current-mirror currents can
differ by more than 20 percent from those values calculated by assuming that the transistor
output resistance and S are infinite. Although the first term in (4.9) stems from finite output
resistance, it does not depend on r,; directly but instead on the collector-emitter and Early
voltages. The Early voltage is independent of the bias current, and

VIN = Veer = Vel = VBE@on) (4.10)

Since VpE(on) is proportional to the natural logarithm of the collector current, Viy changes
little with changes in bias current. Therefore, changing the bias current in a current mirror
changes systematic gain error mainly through changes in Vcg».

Finally, the minimum output voltage required to keep Q> in the forward-active region is

VouTmin) = VcE2(sat) (4.11)

4.2.2.2 MOS

Figure 4.4 shows an MOS version of the simple current mirror. The drain-gate voltage of
M is zero; therefore, the channel does not exist at the drain, and the transistor operates in
the saturation or active region if the threshold is positive. Although the principle of operation
for MOS transistors does not involve forward biasing any diodes, M is said to be diode
connected in an analogy to the bipolar case. Assume that M, also operates in the active region
and that both transistors have infinite output resistance. Then Ip> is controlled by V52, which
is equal to V51 by KVL. AKVL equation is at the heart of the operation of all current mirrors.
As described in Section 1.5.3, the gate-source voltage of a given MOS transistor is usually
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separated into two parts: the threshold V; and the overdrive V,,, . Assuming square-law behavior
as in (1.157), the overdrive for M is

21
Vorz = Vosa = Vi = 4| —2— (4.12)
kK'(W/L),

Since the transconductance parameter k' is proportional to mobility, and since mobility falls
with increasing temperature, the overdrive rises with temperature. In contrast, Section 1.5.4
shows that the threshold falls with increasing temperature. From KVL and (1.157),

Vesa = Vi 1| —2t02 ooy g [ 2D (4.13)
GS2 = Vi k/(W/L)z_ GS1 = V¢ k/(W/L)l .

Equation 4.13 shows that the overdrive of M, is equal to that of M.

Vova = Vou1 = Vo (4.14)
If the transistors are identical, (W/L), = (W/L);, and therefore

Ioutr = Ip2 = Ipi (4.15)

Equation 4.15 shows that the current that flows in the drain of M is mirrored to the drain of
M. Since Br — oo for MOS transistors, (4.15) and KCL at the drain of M yield

Iout = Ip1 = IIN (4.16)

Thus for identical devices operating in the active region with infinite output resistance, the
gain of the current mirror is unity. This result holds when the gate currents are zero; that is,
(4.16) is at least approximately correct for dc and low-frequency ac currents. As the input
frequency increases, however, the gate currents of M and M> increase because each transistor
has a nonzero gate-source capacitance. The part of the input current that flows into the gate
leads does not flow into the drain of M; and is not mirrored to My; therefore, the gain of the
current mirror decreases as the frequency of the input current increases. The rest of this section
considers dc currents only.
In practice, the devices need not be identical. Then from (4.13) and (4.16),

(W/Ly2, _ (W/Ly,
w/Ly; ' winy, ™

IouT = 4.17)
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Equation 4.17 shows that the gain of the current mirror can be larger or smaller than unity
because the transistor sizes can be ratioed. To ratio the transistor sizes, either the widths or the
lengths can be made unequal in principle. In practice, however, the lengths of M and M, are
rarely made unequal. The lengths that enter into (4.17) are the effective channel lengths given
by (2.35). Equation 2.35 shows that the effective channel length of a given transistor differs
fromits drawn length by offset terms stemming from the depletion region at the drain and lateral
diffusion at the drain and source. Since the offset terms are independent of the drawn length,
a ratio of two effective channel lengths is equal to the drawn ratio only if the drawn lengths
are identical. As a result, a ratio of unequal channel lengths depends on process parameters
that may not be well controlled in practice. Similarly, Section 2.9.1 shows that the effective
width of a given transistor differs from the drawn width because of lateral oxidation resulting
in a bird’s beak. Therefore, a ratio of unequal channel widths will also be process dependent.
In many applications, however, the shortest channel length allowed in a given technology
is selected for most transistors to maximize speed and minimize area. In contrast, the drawn
channel widths are usually many times larger than the minimum dimensions allowed in a given
technology. Therefore, to minimize the effect of the offset terms when the current-mirror gain
is designed to differ from unity, the widths are ratioed rather than the lengths in most practical
cases. If the desired current-mirror gain is a rational number, M/ N, the ratio is usually set by
connecting M identical devices called units in parallel to form M> and N units in parallel to
form M to minimize mismatch arising from lithographic effects in forming the gate regions.
As in the bipolar case, ratios greater than about five to one consume a large die area dominated
by the area of the larger of the two devices. Thus other methods described in later sections are
preferred for the generation of large current ratios.

In writing (4.13) and (4.15), we assumed that the drain currents of the transistors are
independent of their drain-source voltages. If a transistor is biased in the active region, its drain
current actually increases slowly with increasing drain-source voltage. Figure 4.5 shows an
output characteristic for M». The output resistance of the current mirror at any given operating
point is the reciprocal of the slope of the output characteristic at that point. In the active region,

(4.18)

The point where Vps» = Vpg1 and Vgso = Vs is labeled on the characteristic. Because
the drain current is controlled by the gate-source and drain-source voltages, Ip; =
[(W/L),/(W/L)111p; at this point. If the slope of the characteristic in saturation is constant,
the variation in /p; for changes in Vpg» can be predicted by a straight line that goes through the

Iout = 1Ip2
(WIL), Vis2 = Vst
(wiL); !
Vout = Vps2

Vst

Figure 4.5 Output characteristic of simple MOS current mirror.
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labeled point. As described in Chapter 1, extrapolation of the output characteristic in the active
region back to the Vpgy axis gives an intercept at —V4 = —1/A, where Vy is the Early volt-
age. If V4 > Vpgi, the slope of the straight line is about equal to [(W/L)2/(W/L)11[Ip1/Val.
Therefore,

(W/L), ( Vps2 — VDSI)
Iour = INn(14+ ——— (4.19)
(W/L) Va
Since the ideal gain of the current mirror is (W/L),>/(W/L)1, the systematic gain error, €, of
the current mirror can be calculated from (4.19).

. Vps2 — Vpsi
Va
For example, if the drain-source voltage of M| is held at 1.2 V, and if the drain-source voltage
of M> is 5V, then the systematic gain erroris (5 — 1.2)/10 =~ 0.38 with V4 = 10 V. Thus for a
circuit operating at a power-supply voltage of 5V, the current-mirror currents can differ by more
than 35 percent from those values calculated by assuming that the transistor output resistance
is infinite. Although € stems from finite output resistance, it does not depend on r,; directly
but instead on the drain-source and Early voltages. Since the Early voltage is independent of
the bias current, this observation shows that changing the input bias current in a current mirror
changes systematic gain error mainly through changes to the drain-source voltages.
For the simple MOS current mirror, the input voltage is

VIN=Vesi =Vi+ Vo1 =V, + Vo 4.21)

(4.20)

With square-law behavior, the overdrive in (4.21) is proportional to the square root of the input
current. In contrast, (4.10) shows that the entire Viy in a simple bipolar mirror is proportional
to the natural logarithm of the input current. Therefore, for a given change in the input current,
the variation in Viy in a simple MOS current mirror is generally larger than in its bipolar
counterpart.

Finally, the minimum output voltage required to keep M> in the active region is

[ 2lour
Voutmin) = Vov2a = Vor = K W/L)s (4.22)

Equation 4.22 predicts that VouTmin) depends on the transistor geometry and can be made
arbitrarily small in a simple MOS mirror, unlike in the bipolar case. However, if the overdrive
predicted by (4.22) is less than 2n V7, where n is defined in (1.247) and V7 is a thermal voltage,
the result is invalid except to indicate that the transistors operate in weak inversion. At room
temperature with n = 1.5, 2nVr ~ 78 mV. If the transistors operate in weak inversion,

VouT(min) = 3Vr (4.23)

as shown in Fig. 1.43.!

4.2.3 Simple Current Mirror with Beta Helper

4.2.3.1 Bipolar

In addition to the variation in output current due to finite output resistance, the second term in
(4.9) shows that the collector current /¢, differs from the input current because of finite Sr.
To reduce this source of error, an additional transistor can be added, as shown in Fig. 4.6. If
Q1 and Q3 are identical, the emitter current of transistor Q> is

Ipp=—-L S 2 (4.24)
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where I, Ic, and Ip are defined as positive when flowing into the transistor, and where we
have neglected the effects of finite output resistance. The base current of transistor Q» is
equal to

Iy 2
Ipy = — = I (4.25)
Br+1  Br(Br+1)
Finally, KCL at the collector of Q; gives
In—Ict —————Ic1 =0 (4.26)
Br(Br +1)
Since I¢cy and I3 are equal when Q1 and Q3 are identical,
I I Iy Ji (1 2 ) (4.27)
our =13 = ———F>—— ZIN|(l— 77— .
2 Br(Br +1)

1 -
T BB D

Equation 4.27 shows that the systematic gain error from finite S has been reduced by a factor
of [BFr + 1], which is the current gain of emitter follower Q. As a result, Q> is often referred
to as a beta helper.

Although the beta helper has little effect on the output resistance and the minimum output
voltage of the current mirror, it increases the input voltage by the base-emitter voltage of Q»:

VIN = VBE1(on) + VBE2(0n) (4.28)

If multiple emitter followers are cascaded to further reduce the gain error arising from finite
BF, VIN increases by an extra base-emitter voltage for each additional emitter follower, posing
one limit to the use of cascaded emitter followers.

Current mirrors often use a beta helper when they are constructed with pnp transistors
because the value of B for pnp transistors is usually less than for npn transistors. Another
application of the beta-helper configuration is in current mirrors with multiple outputs. An
example with two independent outputs is shown in Fig. 4.7. At first, ignore Q> and imagine
that Q; is simply diode connected. Also, let Ry = R3 = R4 = 0 here. (The effects of nonzero
resistances will be considered in Section 4.2.4.) Then the gain from the input to each output
is primarily determined by the area ratios Ig3/Is1 and Is4/Is1. Because the bases of three
instead of two transistors are connected together, the total base current is increased here, which
increases the gain error from the input to either output arising from finite Sr. Furthermore, the
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gain errors worsen as the number of independent outputs increases. Since the beta helper, Q»,
reduces the gain error from the input to each output by a factor of [Br + 1], it is often used in
bipolar current mirrors with multiple outputs.

4.2.3.2 MOS

Since Br — oo for an MOS transistor, beta helpers are not used in simple MOS current
mirrors to reduce the systematic gain error. However, a beta-helper configuration can increase
the bandwidth of MOS and bipolar current mirrors.

4.2.4 Simple Current Mirror with Degeneration

4.2.4.1 Bipolar

The performance of the simple bipolar transistor current mirror of Fig. 4.6 can be improved
by the addition of emitter degeneration as shown in Fig. 4.7 for a current mirror with two
independent outputs. The purpose of the emitter resistors is twofold. First, Appendix A.4.1
shows that the matching between /1y and outputs I¢3 and Ic4 can be greatly improved by
using emitter degeneration. Second, as shown in Section 3.3.8, the use of emitter degeneration
boosts the output resistance of each output of the current mirror. Transistors Q1 and Q»
combine to present a very low resistance at the bases of Q3 and Q4. Therefore, from (3.99),
the small-signal output resistance seen at the collectors of Q3 and Q4 is

Ry >~ r,(1 4+ gnRE) (4.29)
if 7 > Rg. Taking Q3 as an example and using g,,3 = Ic3/ Vr, we find

Ic3R;3
Vr

R, = ro3 (1 + (4.30)

This increase in the output resistance for a given output current also decreases the component
of systematic gain error that stems from finite output resistance by the same factor. From (4.9)
and (4.30) with infinite S,

Vee2 — Vekr

Ic3R;3
Vall+
A( Vr >

(4.31)
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The quantity /c3R3 is just the dc voltage drop across Rj3. If this quantity is 260 mV, for
example, then R, is about 10r, at room temperature, and € is reduced by a factor of about
eleven. Unfortunately, this improvement in R, is limited by corresponding increases in the
input and minimum output voltages of the mirror:

VIN 2 VBE1(on) + VBE2(on) + IINR1 (4.32)

and

VouTmin) = VcE3say + Ic3R3 (4.33)

The emitter areas of Q1, O3, and Q4 may be matched or ratioed. For example, if we want
Iout1 = Iy and Ioyt2 = 211N, we would make Q3 identical to Q1, and Q4 consist of two
copies of Q1 connected in parallel so that /54 = 2/g;. In addition, we could make R3 = Ry,
and R4 consist of two copies of R connected in parallel so that R4 = R /2. Note that all the
dc voltage drops across R;, R3, and R4 would then be equal. Using KVL around the loop
including Q1 and Q4 and neglecting base currents, we find

Ic Ica
IciR1 + VrIn — = Ic4R4 + V7 In — (4.34)
Is1 Isy
from which
1 IN Is4
lour2 = Ica = — (IINRI +Vrln —— (4.35)
R4 Icq Isy
Since Is4 = 21Ig1, the solution to (4.35) is
Ry
Iout2 = —Iin = 2IIN (4.36)

R4

because the last term in (4.35) goes to zero. If we make the voltage drops INR; and IcaRa
much greater than V7, the current-mirror gain to the Q4 output is determined primarily by
the resistor ratio R4/ R, and only to a secondary extent by the emitter area ratio, because the
natural log term in (4.35) varies slowly with its argument.

4.2.4.2 MOS

Source degeneration is rarely used in MOS current mirrors because, in effect, MOS transistors
are inherently controlled resistors. Thus, matching in MOS current mirrors is improved simply
by increasing the gate areas of the transistors.>>*# Furthermore, the output resistance can be
increased by increasing the channel length. To increase the output resistance while keeping the
current and Vs — V; constant, the W/ L ratio must be held constant. Therefore, the channel
width must be increased as much as the length, and the price paid for the improved output
resistance is that increased chip area is consumed by the current mirror.

4.2.5 Cascode Current Mirror

4.2.5.1 Bipolar

Section 3.4.2 shows that the cascode connection achieves a very high output resistance. Since
this is a desirable characteristic for a current mirror, exploring the use of cascodes for high-
performance current mirrors is natural. A bipolar-transistor current mirror based on the cascode
connection is shown in Fig. 4.8. Transistors Q3 and Q1 form a simple current mirror, and emitter
resistances can be added to improve the matching. Transistor Q5 acts as the common-base part
of the cascode and transfers the collector current of O to the output while presenting a high
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with bipolar transistors.

output resistance. Transistor Q4 acts as a diode level shifter and biases the base of Q3 so that
Q1 operates in the forward-active region with Vcg) >~ Vegs = VpE3(on). If we assume that
the small-signal resistances of diodes Q3 and Q4 are small, a direct application of (3.98) with
Rg = r,1 concludes that

8m2Fol
1+ 8m2¥ol
Bo
because gm2r01 = gmiro1 > Bo. This calculation assumes that almost all of the small-signal
current that flows into the collector of Q> flows out its base because the small-signal resistance
connected to the emitter of Q> is much greater than that connected to its base. A key problem
with this calculation, however, is that it ignores the effect of the simple current mirror formed
by Q3 and Q. Let iy and i, represent increases in the base and emitter currents flowing
out of Q7 caused by increasing output voltage. Then the simple mirror forces i,p =~ ipy. As a
result, the variation in the collector current of Q- splits into two equal parts and half flows in
ry2. A small-signal analysis shows that R, in (4.37) is reduced by half to

Ryo=rpn | 1+ >~ Boroz 4.37)

Boro2
2

Thus, the cascode configuration boosts the output resistance by approximately fo/2. For
Bo =100, V4 =130V, and Icp = 1 mA,

_ BoVa _ 100(130)
T 2l 2mA

In this calculation of output resistance, we have neglected the effects of r;,. Although this
assumption is easy to justify in the case of the simple current mirror, it must be reexamined
here because the output resistance is so high. The collector-base resistance r,, results from
modulation of the base-recombination current as a consequence of the Early effect, as described
in Chapter 1. For a transistor whose base current is composed entirely of base-recombination
current, the percentage change in base current when Vg is changed at a constant Vpg would
equal that of the collector current, and r, would be equal to Byr,. In this case, the effect of

R, ~

(4.38)

R, =6.5MQ (4.39)
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r,, would be to reduce the output resistance of the cascode current mirror given in (4.38) by a
factor of 1.5.

In actual integrated-circuit npn transistors, however, only a small percentage of the base
current results from recombination in the base. Since only this component is modulated by the
Early effect, the observed values of r, are a factor of 10 or more larger than Byr,. Therefore, r;,
has a negligible effect here with npn transistors. On the other hand, for lateral pnp transistors,
the feedback resistance r;, is much smaller than for npn transistors because most of the base
current results from base-region recombination. The actual value of this resistance depends
on a number of process and device-geometry variables, but observed values range from 2 to 5
times Bor,. Therefore, for a cascode current mirror constructed with lateral pnp transistors, the
effect of r;, on the output resistance can be significant. Furthermore, when considering current
mirrors that give output resistances higher than Bor,, the effects of r,, must be considered.

In the cascode current mirror, the base of Q is connected to a low-resistance point because
Q3 is diode connected. As a result, feedback from | is greatly attenuated and has negligible
effect on the output resistance. On the other hand, if the resistance from the base of Q; to
ground is increased while all other parameters are held constant, local feedback from r
significantly affects the base-emitter voltage of Q| and reduces the output resistance. In the
limit where the resistance from the base of Q| to ground becomes infinite, Q| acts as if it were
diode connected. Local feedback is considered in Chapter 8.

The input voltage of the cascode current mirror is

VIN = VBE3 + VEs = 2VBE(Oon) (4.40)

Although Vi is higher here than in (4.10) for a simple current mirror, the increase becomes a
limitation only if the power-supply voltage is reduced to nearly two diode drops.

The minimum output voltage for which the output resistance is given by (4.38) must allow
both Q1 and Q> to be biased in the forward-active region. Since Vcg1 2 Vees = VBEon)»

VouTminy = Vel + VeEeasa) = VBE©on) + VeE2sat) (4.41)

Comparing (4.41) and (4.11) shows that the minimum output voltage for a cascode current
mirror is higher than for a simple current mirror by a diode drop. This increase poses an
important limitation on the minimum supply voltage when the current mirror is used as an
active load for an amplifier.

Since Vep1 =~ Vegs, Ic1 = Ic3, and the systematic gain error arising from finite transistor
output resistance is almost zero. A key limitation of the cascode current mirror, however, is
that the systematic gain error arising from finite S is worse than for a simple current mirror.
From KCL at the collector of Q3,

213
—Ips = Ic3 + —= 4.42)
Br
From KCL at the collector of Qy4,
1
In = —Ig4 + 2 (4.43)
BF
The collector current of Q5 is
Iex = ——lIcs (4.44)
Br+1 ’
Substituting (4.42) and (4.44) into (4.43) gives
21 1
In=Ics+ =5+ =S 4.45)

Br  Br+1
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Rearranging (4.45) to find /3 and substituting back into (4.44) gives

Br IIN
lour = Ic2 = (4.40)
Pretlpy 24 1
Br  Br+1
Equation 4.46 can be rearranged to give
4BF +2
Iout = Iin (1 - 2) (4.47)
BF~ +4BF +2
Equation 4.47 shows that the systematic gain error is
4 2
€= —2’3F—+ (4.48)
Br™+4Br +2
When Br > 1, (4.48) simplifies to
4 (4.49)
€~ — .
Br +4

In contrast, the systematic gain error stemming from finite S in a simple current mirror with
identical transistors is about —2/8F, which is less in magnitude than (4.49) predicts for a
cascode current mirror if B > 4. This limitation of a cascode current mirror is overcome by
the Wilson current mirror described in Section 4.2.6.

4.2.5.2 MOS

The cascode current mirror is widely used in MOS technology, where it does not suffer from
finite B effects. Figure 4.9 shows the simplest form. From (3.107), the small-signal output
resistance is

Ry = roa[1 + (gm2 + &mb2)ro1] + 7o (4.50)

As shown in the previous section, the bipolar cascode current mirror cannot realize an output
resistance larger than Bor,/2 because fy is finite and nonzero small-signal base current flows
in the cascode transistor. In contrast, the MOS cascode is capable of realizing arbitrarily
high output resistance by increasing the number of stacked cascode devices because By — oo
for MOS transistors. However, the MOS substrate leakage current described in Section 1.9
can create a resistive shunt to ground from the output node, which can dominate the output
resistance for Voyurt > VoUT(min)-5

[ ] EXAMPLE

Find the output resistance of the double-cascode current mirror shown in Fig. 4.10. Assume
all the transistors operate in the active region with Ip = 10 pA, V4 =50V, and g,,7, = 50.

Neglect body effect.
The output resistance of each transistor is
1% 50V
ro= -2 = =5MQ
Ip 10 pA

From (4.50), looking into the drain of Mj:

Rop = roo(1 + gmaro1) + rol 4.51)
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Figure 4.10 Example of a double-cascode current mirror.
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Similarly, looking into the drain of M3:
Ro =ro3[1 + gm3Ro2] + Ro2 (4.52)
Each cascode stage increases the output resistance by a factor of about (1 + g,,7,). Therefore,
Ry = ro(1 + gmro)® =~ 5(51)> MQ ~ 13 GQ (4.53)

With such a large output resistance, other parasitic leakage paths, such as the substrate leakage
[ ] path, could be comparable to this resistance in practice.

From KVL in Fig. 4.9,
Vps1 = Vesz + Vesa — Vis2 (4.54)

Since Vps3 = Vis3, (4.54) shows that Vpg = Vpgz when Vigso = Vigsa. Under this condi-
tion, the systematic gain error of the cascode current mirror is zero because M; and M3 are
identically biased, and because fr — oo for MOS transistors. In practice, Vs> is not exactly
equal to Vg4 even with perfect matching unless Voyt = Vin because of channel-length
modulation. As a result, Vpg; >~ Vpg3 and

€ex~0 (4.55)
The input voltage of the MOS cascode current mirror in Fig. 4.9 is

VIN = Vi3 + Visa
- Vt3 + v0v3 + Vt4 + V0v4 (456)

The input voltage here includes two gate-source drops, each composed of threshold and
overdrive components. Ignoring the body effect and assuming the transistors all have equal
overdrives,

VIN =2V + 2V, 4.57)

Also, adding extra cascode levels increases the input voltage by another threshold and another
overdrive component for each additional cascode. Furthermore, the body effect increases
the threshold of all transistors with Vsp > 0. Together, these facts increase the difficulty of
designing the input current source for low power-supply voltages.

When M; and M, both operate in the active region, Vps; ~ Vps3 = Vigs3. For M, to
operate in the active region, Vpgo > V,,» is required. Therefore, the minimum output voltage
for which M| and M, operate in the active region is

VouTmin) = Vbs1 + Vo2
i VGS3 + Vov2 = Vt + Vov3 + Vov2 (458)

If the transistors all have equal overdrives,
VouT(min) = Vi + 2V (4.59)

On the other hand, M> operates in the triode region if Vout < VouT(min), and both M and M
operate in the triode region if Vout < V,,1. These results are shown graphically in Fig. 4.9b.

Although the overdrive term in (4.59) can be made small by using large values of W for a
given current, the threshold term represents a significant loss of voltage swing when the current
mirror is used as an active load in an amplifier. The threshold term in (4.59) stems from the
biasing of the drain-source voltage of M so that

Vpst = VIN — Vi s2 (4.60)
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Ignoring the body effect and assuming that M-M, all operate in the active region with equal
overdrives,

Vpsi = Vi + Vo 4.61)

Therefore, the drain-source voltage of M| is a threshold larger than necessary to operate M
in the active region. To reduce Vpgi, the voltage from the gate of M> to ground can be level
shifted down by a threshold as shown in Fig. 4.11a. In practice, a source follower is used to
implement the level shift, as shown in Fig. 4.115.% Transistor M5 acts as the source follower
and is biased by the output of the simple current mirror M3 and Mg. Because the gate-source
voltage of M5 is greater than its threshold by the overdrive, however, the drain-source voltage
of M would be zero with equal thresholds and overdrives on all transistors. To bias M at the
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1w o we2v,)
4 L w —
M vs |t/ I +
My MW
7 L
| l~—V,, Vour
v I I
L + w M w
Ms (Vr+vov) Mg T ! T

I

()
Figure 4.11 (a) MOS cascode current mirror with improved biasing for maximum voltage swing.
(b) Practical implementation. (c¢) I-V characteristic.
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boundary between the active and triode regions,
Vpst = Voy (462)

is required. Therefore, the overdrive on M4 is doubled by reducing its W/ L by a factor of four
to satisfy (4.62). As a result, the threshold term in (4.59) is eliminated and

VouT(min) 2= 2Voy (4.63)

Because the minimum output voltage does not contain a threshold component, the range of
output voltages for which M| and M» both operate in the active region is significantly improved.
Therefore, the current mirror in Fig. 4.11 places much less restriction on the range of output
voltages that can be achieved in an amplifier using this current mirror as an active load than
the mirror in Fig. 4.9. For this reason, the mirror in Fig. 4.11 is called a high-swing cascode
current mirror. This type of level shifting to reduce VouTmin) can also be applied to bipolar
circuits.

The output resistance of the high-swing cascode current mirror is the same as in (4.50) when
both M and M, operate in the active region. However, the input voltage and the systematic
gain error are worsened compared to the cascode current mirror without level shift. The input
voltage is still given by (4.56), but the overdrive component of the gate-source voltage of
M4 has increased by a factor of two because its W/L has been reduced by a factor of four.
Therefore,

Vin =2V 4+ 3V, (4.64)

Since M3 and M; form a simple current mirror with unequal drain-source voltages, the
systematic gain error is
. Vpsit — Vps3 ~ Vo =(Vi+ Vo) _ Vi (4.65)
Va Va Va4
The negative sign in (4.65) shows that oyt < Iin. For example, if Ijy = 100 pA, V; =1V,
and V4 = 10V, € ~ —0.1, which means that oyt 2~ 90 pA.

In practice, (W/L)4 < (1/4)(W/L) is usually selected for two reasons. First, MOS tran-
sistors display an indistinct transition from the triode to active regions. Therefore, increasing
the drain-source voltage of M| by a few hundred millivolts above V,, is usually required to
realize the incremental output resistance predicted by (4.50). Second, although the body effect
was not considered in this analysis, it tends to reduce the drain-source voltage on M7, which
is determined by the following KVL loop

Vps1t = Vesz + Vosa — Viss — Voo (4.66)

Each of the gate-source voltage terms in (4.66) contains a threshold component. Since the
source-body voltage of M5 is higher than that of M4, V;5 > Via. Also, Vi > Vi3 because the
source-body voltage of M5 is higher than that of M3. Simulations with high-accuracy models
are usually required to find the optimum (W/L)4.

One drawback of the current mirror in Fig. 4.11 is that the input current is mirrored
to a new branch to do the level shift. Combining the input branches eliminates the possi-
bility of mismatch between the two branch currents and may reduce the power dissipation.
In a single combined input branch, some element must provide a voltage drop equal to the
desired difference between the gate voltages of M| and M;. To bias M, at the edge of the
active region, the required voltages from the gates M| and M, to ground are V; + V,, and
Vi + 2V,,, respectively. Therefore, the desired difference in the gate voltages is V,,. This
voltage difference can be developed across the drain to the source of a transistor deliberately
operated in the triode region, as shown in Fig. 4.12a.” Since Mg is diode connected, it operates
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VIN Vt + 2Vov
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L
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Figure 4.12 (a) Circuit that forces M5 to operate in the triode region. (b) Sooch cascode current mirror
using the circuit in (a).

=~

in the active region as long as the input current and threshold are positive. However, since the
gate-source voltage of Mg is equal to the gate-drain voltage of M5, a channel exists at the drain
of Ms when it exists at the source of M. In other words, Mg forces M5 to operate in the triode
region.

To use the circuit in Fig. 4.12a in a current mirror, we would like to choose the aspect
ratios of the transistors so that the drain-source voltage of Ms is V,,. Since Mg operates in the
active region,

k/

IN = Y . V)? 4.67
IN—2<L)6( Gs6 — Vi) (4.67)

Since M5 operates in the triode region,

K (/W
In =3 (L>5 (2(VGSS — V)Vpss — (VDs5>2) (4.68)
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The goal is to set

Vpss = Voy (4.69)
when
Vese = Vi+ Vo (4.70)
From (4.69) and (4.70),
Vess = Vgse + Vpss = Vi + 2V, (4.71)
Substituting (4.68) - (4.71) into (4.67) gives
S(3). 02 =5(T ), (v - ) @12)

Equation 4.72 can be simplified to

w 1 /W
<L>5 =3 <L)6 79

The circuit of Fig. 4.12a is used in the current mirror of Fig. 4.12b,7 which is called the
Sooch cascode current mirror after its inventor. At first, ignore transistor M4 and assume that
M3 is simply diode connected. The difference between the voltages to ground from the gates
of My and M> is set by the drain-source voltage of M5. By choosing equal aspect ratios for
all devices except M5, whose aspect ratio is given by (4.73), the drain-source voltage of M5 is
V,» and M| is biased at the edge of the active region. The output resistance, minimum output
voltage, input voltage, and systematic gain error are the same as in (4.50), (4.63), (4.64), and
(4.65) respectively.

Now we will consider the effect of transistor My4. The purpose of My is to set the drain-
source voltage of M3 equal to that of M. Without My, these drain-source voltages differ by a
threshold, causing nonzero systematic gain error. With My,

Vpss = Vg2 — Visa (4.74)
where
Va2 = Vgs3 + Vpss (4.75)
Ignoring channel-length modulation,
Vo =Vi+ Vou) + Voo = Vi + 2V, (4.76)
Ignoring the body effect and assuming that M4 operates in the active region,
Vesa =Vi+ Vo &.77)
Then substituting (4.76) and (4.77) into (4.74) gives
Vps3 = Vo (4.78)

If M, also operates in the active region under these conditions, Vps3 = Vps1. As a result, the
systematic gain error is

e=0 (4.79)

Therefore, the purpose of My is to equalize the drain-source voltages of M3 and M to reduce
the systematic gain error.
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For M to operate in the active region, Vpsa > V,, is required. Since
Vpsa =Vess — Vpss = (Vi + Vo) = Vo, = V; (4.80)

Equation 4.80 shows that M4 operates in the active region if V; > V,,,. Although this condition
is usually satisfied, a low threshold and/or high overdrive may cause My to operate in the
triode region. If this happens, the gate-source voltage of M4 depends strongly on its drain-
source voltage, increasing the systematic gain error. Since increasing temperature causes the
threshold to decrease, but the overdrive to increase, checking the region of operation of My in
simulation at the maximum expected operating temperature is important in practice.

The main limitation of the high-swing cascode current mirrors just presented, is that the
input voltage is large. In Fig. 4.11, the input voltage is the sum of the gate-source voltages of
M3 and M4 and is given by (4.64) ignoring body effect. In Fig. 4.12, the input voltage is

VIN = Vi3 + Vpss + Vess
= Vt+V0v+Vov+Vt+Vuv
=2V, 43V, (4.81)

Equation 4.81 shows that the input voltage of the high-swing cascode current mirror in
Fig. 4.12 is the same as in (4.64) for Fig. 4.11. The large input voltages may limit the minimum
power-supply voltage because a transistor-level implementation of the input current source
requires some nonzero drop for proper operation. With threshold voltages of about 1 V, the
cascode current mirrors in Figs. 4.11 and 4.12 can operate properly for power-supply voltages
greater than about 3 V. Below about 2 V, however, reduced thresholds or a new configuration
is required. Reducing the magnitude of the threshold for all transistors increases the difficulty
in turning off transistors that are used as switches. This problem can be overcome by using
low-threshold devices in the current mirror and high-threshold devices as switches, but this
solution increases process complexity and cost. Therefore, circuit techniques to reduce the
input voltage are important to minimize cost.

To reduce the input voltage, the input branch can be split into two branches, as shown
in Fig. 4.13. If M| and M, are biased in the active region, the output resistance is still given
by (4.50). Also, the minimum output voltage for which (4.50) applies is still given by (4.63).
Furthermore, if M4 operates in the active region, the drain-source voltage of M3 is equal to
that of M1, and the systematic gain error is still zero as in (4.79).
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+
Mg M, + M
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N1 L Vourt
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1w w I —w
3L l:l|_ L l:l' 'l:‘ L
L

Figure 4.13 MOS high-swing current mirror with two input branches.
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Since the mirror in Fig. 4.13 has two input branches, an input voltage can be calculated
for each:

Vint = Vpss + Vese = Vi + 2V, (4.82)

Vine = Vesz3 = Vi + Vo (4.83)

Both Vinj and Vinp are less than the input voltage given in (4.64) for Fig. 4.12b by more than
a threshold, allowing the input current sources to operate properly with power-supply voltages
greater than about 2 V, assuming thresholds of about 1 V.

Finally, in Fig. 4.13, the drain-source voltage of M5 is only used to bias the source of M.
Therefore, Ms and Mg can be collapsed into one diode-connected transistor whose source is
grounded. Call this replacement transistor M7. The aspect ratio of M7 should be a factor of
four smaller than the aspect ratios of M;-M4 to maintain the bias conditions as in Fig. 4.13. In
practice, the aspect ratio of M7 is further reduced to bias M past the edge of the active region
and to overcome a mismatch in the thresholds of M7 and M, caused by body effect.

4.2.6 Wilson Current Mirror

4.2.6.1 Bipolar
The main limitation of the bipolar cascode current mirror is that the systematic gain error stem-
ming from finite S was large, as given in (4.49). To overcome this limitation, the Wilson current
mirror can be used as shown in Fig. 4.14a.® This circuit uses negative feedback through Q1,
activating Q3 to reduce the base-current error and raise the output resistance. (See Chapter 8.)

From a qualitative standpoint, the difference between the input current and /3 flows into
the base of Q. This base current is multiplied by (8 + 1) and flows in the diode-connected
transistor Q1, which causes current of the same magnitude to flow in Q3. A feedback path
is thus formed that regulates /¢3 so that it is nearly equal to the input current, reducing the
systematic gain error caused by finite Sr. Similarly, when the output voltage increases, the
collector current of Q also increases, in turn increasing the collector current of Q. As aresult,
the collector current of Q3 increases, which reduces the base current of Q,. The decrease in
the base current of Q> caused by negative feedback reduces the original change in the collector
current of 05 and increases the output resistance.

To find the output resistance of the Wilson current mirror when all transistors operate in
the active region, we will analyze the small-signal model shown in Fig. 4.14b, in which a

+Vee
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2
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Figure 4.14 (a) Bipolar Wilson current mirror. (b) Small-signal model.
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test current source i, is applied at the output. Transistors Q| and Q3 form a simple current
mirror. Since Q1 is diode connected, the small-signal resistance from the base of Q1 to ground
is (1/gmDrz1rz311701. Assume that an unknown current i; flows in this resistance. When
gmiTz1 > 1, gmirz3 > 1, and g;,17,1 > 1, this resistance is approximately equal to 1/g,1.
Transistor Q3 could be modeled as a voltage-controlled current source of value g;,3v53 in
parallel with r,3. Since v;3 = v;1 = i1/gm1, the voltage-controlled current source in the model
for O3 can be replaced by a current-controlled current source of value (g,,3/gm1)(@1) = 1(i1),
as shown in Fig. 4.14b. This model represents the behavior of the simple current mirror directly:
The input current i1 is mirrored to the output by the current-controlled current source.
Using this model, the resulting voltage v; is

i .
vy = o + (i — gmava2)ro2 (4.84)
m
To find the relationship between i1 and v2, note that the voltage across ry3 is (i1/gm1 + Vr2)
and use KCL at node (2) in Fig. 4.14b to show that

i

v — +Vm
ACLCR SR ] N (4.85)
I'rz2 703
Rearranging (4.85) gives
1
1+
) T
L] (4.86)
To3

To find the relationship between i1 and i;, use KCL at node @ in Fig. 4.14b to show that
i =iy — 22 (4.87)
I'n2

Substituting (4.86) into (4.87) and rearranging gives

i = e : (4.88)
+
8m1ry3

"
1+ 22
T3

I+

Substituting (4.88) into (4.86) and rearranging gives
1

1+
. T

Va2 = it P (4.89)

24+ =4

To3 8m1T03

Substituting (4.88) and (4.89) into (4.84) and rearranging gives

1
v 1 Em2rn2Vo2 (1 + . )
Ro= ' = 0 + o2 + SIAL (4.90)
z 2424
8m1703 703 1703
gmt |1+ 1+";L2" 03 Emllo

703
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If rp)3 — o0, the small-signal current that flows in the collector of Q3 is equal to i1 and (4.90)
reduces to

Em2Vn2ro2 Boro2
+ ro2 =
gm1(2) 2 2

This result is the same as (4.38) for the cascode current mirror. In the cascode current
mirror, the small-signal current that flows in the base of Q; is mirrored through Q3 to Q1 so
that the small-signal base and emitter currents leaving Q» are approximately equal. On the
other hand, in the Wilson current mirror, the small-signal current that flows in the emitter of
Q> is mirrored through Q; to Q3 and then flows in the base of Q,. Although the cause and
effect relationship here is opposite of that in a cascode current mirror, the output resistance is
unchanged because the small-signal base and emitter currents leaving Q> are still forced to be
equal. Therefore, the small-signal collector current of Q, that flows because of changes in the
output voltage still splits into two equal parts with half flowing in r,».

For the purpose of dc analysis, we assume that V4 — oo and that the transistors are
identical. Then the input voltage is

4.91)

o =

ViN = Vces = Vel + Ve2 = 2VBE(on) (4.92)

which is the same as in (4.40) for a cascode current mirror. Also, the minimum output voltage
for which both transistors in the output branch operate in the forward-active region is

VouTmin) = VcEel + VeEeasay = VBE@©on) + VeE2sa) (4.93)

The result in (4.93) is the same as in (4.41) for a cascode current mirror.
To find the systematic gain error, start with KCL at the collector of Q; to show that

1 1,
—Igy =Ic1 + Ip1 + I3 = Ici (1 + > += (4.94)
Br Br

Since we assumed that the transistors are identical and V4 — oo,
Ics = Ic (4.95)

Substituting (4.95) into (4.94) gives

—Igy = Ici (1 + 2) (4.96)
Br

Using (4.96), the collector current of Q> is then

2
Ier = ~Ip> (1 fFﬂF) = Ici (1 + m) (1 fFﬁF) (4.97)

Rearranging (4.97) we obtain

1
Ici = Iy 5 3 (4.98)
Br/\1+ Br
From KCL at the base of Q»,
1
Ics = Iy — ez (4.99)

BF
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Inserting (4.98) and (4.99) into (4.95), we find that

Ioutr = Ic2 = IIn (1 — IB% 28 +2> = 5 (4.100)
Br (Br +2)

In the configuration shown in Fig. 4.14a, the systematic gain error arising from finite
output resistance is not zero because Q3 and Q| operate with collector-emitter voltages that
differ by the base-emitter voltage of Q. With finite V4 and finite SF,

2 V. — Vi
Iout =~ 1IN (1 — )(1 4 SCELT TCES CES)
By +2Br +2 Va

2 V
~ In <1 - 2)(1 - BE2> (4.101)
IBF + 21317 +2 VA
Therefore, the systematic gain error is
2 V
e~ — ( . + BEZ) (4.102)
Br+2pr+2 Va

Comparing (4.102) to (4.49) shows two key points. First, the systematic gain error arising from
finite BF in a Wilson current mirror is much less than in a cascode current mirror. Second,
the systematic gain error arising from finite output resistance is worse in the Wilson current
mirror shown in Fig. 4.14a than in the cascode current mirror shown in Fig. 4.9. However, this
limitation is not fundamental because it can be overcome by introducing a new diode-connected
transistor between the collector of Q3 and the base of Q; to equalize the collector-emitter
voltages of Q3 and Q1.

4.2.6.2 MOS

Wilson current mirrors are also used in MOS technology, as shown in Fig. 4.15. Ignoring M4,
the circuit operation is essentially identical to the bipolar case with S — co. One way to
calculate the output resistance is to let 75 — o0 in (4.90), which gives

1
Ry=— +rpp+ gmarn (1 + )r()S ~ (1 + gmato3)ro2 (4.103)
8ml 8ml1¥o3
Vbp
T i]OUT =Ipp
C) In
£ +
| [
ViN Vour
My :]: :l: M, Figure 4.15 Improved MOS
Wilson current mirror with an
_ _ additional device such that the

J_ drain voltages of M, and M; are
= equal.
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Since the calculation in (4.103) is based on the small-signal model for the bipolar Wilson
current mirror in Fig. 4.14b, it ignores the body effect in transistor M;. Repeating the analysis
with a body-effect generator in parallel with r,, gives

Ro >~ (2 + gmaro3)ro2 (4.104)

The body effect on M> has little effect on (4.104) because M| is diode connected and therefore
the voltage from the source of M5 to ground is almost constant.

Although S — oo for MOS transistors, the systematic gain error is not zero without My
because the drain-source voltage of M3 differs from that of M| by the gate-source voltage of
M. Therefore, without My,

Vps1 — V. Vi
¢ Ypsi—Vpss  Ves (4.105)
Va Va
Transistor My is inserted in series with M3 to equalize the drain-source voltages of M3 and
M so that
e~0 (4.1006)

With My, the output resistance is still given by (4.104) if all transistors operate in the active
region. Also, insertion of M4 does not change either the minimum output voltage for which
(4.104) applies or the input voltage. Ignoring body effect and assuming equal overdrives on
all transistors, the minimum output voltage is

VouTmin) = Ves1 + Voo = Vi + 2V, (4.107)
Under the same conditions, the input voltage is

VIN = Vst + Voso =2V + 2V, (4.108)

4.3 Active Loads
4.3.1 Motivation

In differential amplifiers of the type described in Chapter 3, resistors are used as the load
elements. For example, consider the differential amplifier shown in Fig. 3.45. For this circuit,
the differential-mode (dm) voltage gain is

Agm = —gmRc (4.109)

Large gain is often desirable because it allows negative feedback to make the gain with feedback
insensitive to variations in the parameters that determine the gain without feedback. This topic is
covered in Chapter 8. In Chapter 9, we will show that the required gain should be obtained in as
few stages as possible to minimize potential problems with instability. Therefore, maximizing
the gain of each stage is important.

Multiplying the numerator and denominator of (4.109) by I gives

_I(Rc)
1/gm
With bipolar transistors, let I represent the collector current /¢ of each transistor in the
differential pair. From (1.91), (4.110) can be rewritten as
IcRc
Vr

A = (4.110)

Adm = — @.111)
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To achieve large voltage gain, (4.111) shows that the /¢ R¢ product must be made large, which
in turn requires a large power-supply voltage. Furthermore, large values of resistance are
required when low current is used to limit the power dissipation. As a result, the required die
area for the resistors can be large.

A similar situation occurs in MOS amplifiers with resistive loads. Let I represent the drain
current /p of each transistor in the differential pair, and let the resistive loads be Rp. From
(1.157) and (1.180), (4.110) can be rewritten as

IpRp 2IpRp

Ad = — =
" (Vgs — Vi)/2 Vou

4.112)

Equation 4.112 shows that the /pRp product must be increased to increase the gain with
constant overdrive. As a result, a large power supply is usually required for large gain, and
large resistance is usually required to limit power dissipation. Also, since the overdrive is
usually much larger than the thermal voltage, comparing (4.111) and (4.112) shows that the
gain of an MOS differential pair is usually much less than the gain of its bipolar counterpart with
equal resistive drops. This result stems from the observation that bipolar transistors provide
much more transconductance for a given current than MOS transistors provide.

If the power-supply voltage is only slightly larger than the drop on the resistors, the range
of common-mode input voltages for which the input transistors would operate in the active
region would be severely restricted in both bipolar and MOS amplifiers. To overcome this
problem and provide large gain without large power-supply voltages or resistances, the r, of a
transistor can be used as a load element.” Since the load element in such a circuit is a transistor
instead of a resistor, the load element is said to be active instead of passive.

4.3.2 Common-Emitter-Common-Source Amplifier
with Complementary Load

A common-emitter amplifier with pnp current-mirror load is shown in Fig. 4.16a. The common-
source counterpart with a p-channel MOS current-mirror load is shown in Fig. 4.16b. In both
cases, there are two output variables: the output voltage, Vo, and the output current, oy;.
The relationship between these variables is governed by both the input transistor and the load
transistor. From the standpoint of the input transistor 77,

Iowt = Ic1 or  low = Ig1 (4.113)

_ inz Ts,J | Ty
Ve |———H[

+
Towt =1y ‘

* I
+0 Vout = Vis1 REF CD
V; T -
U

IRer

(a) (b)
Figure 4.16 (a) Common-emitter amplifier with active load. (b)) Common-source amplifier with
active load.
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and
Vout = Veel  or  Vour = Vs (4.114)

Equations 4.113 and 4.114 show that the output /-V characteristics of 7| can be used directly
in the analysis of the relationship between the output variables. Since the input voltage is
the base-emitter voltage of 77 in Fig. 4.16a and the gate-source voltage of 77 in Fig. 4.16b,
the input voltage is the parameter that determines the particular curve in the family of output
characteristics under consideration at any point, as shown in Fig. 4.17a.

In contrast, the base-emitter or gate-source voltage of the load transistor 73 is fixed by
diode-connected transistor 73. Therefore, only one curve in the family of output /-V character-
istics needs to be considered for the load transistor, as shown in Fig. 4.17b. From the standpoint
of the load transistor,

Iowt = =12 o1 o = —I2 (4.115)
and
Vout = Vee + Veer o Vou = Vpp + Va2 (4.116)

Equation 4.115 shows that the output characteristic of the load transistor should be mirrored
along the horizontal axis to plot in the same quadrant as the output characteristics of the input

1(.'1 i 1111
Vis
V[ 4 Vc62 or de2
Via
v, —/rer
s Vi=Vy Vg2 OF Vo
held constant
Veet:Vast T2 O L2
(a) (b)
I4,=1
Lp— I Vout
VCC - VCE(sat)
Vis or Vpp
@ Vz4
Via
Vi v
CE(sat
e aw
@ Vout=Veet Vi
Veo Voo Vout= Vst

(c) (d)

Figure 4.17 (a) I-V characteristics of the input transistor. (b) I-V characteristic of the active load. (¢) I-V
characteristics with load characteristic superimposed. (d) dc transfer characteristic of common- emitter
or common-source amplifier with current-mirror load.
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transistor. Equation 4.116 shows that the load curve should be shifted to the right by an amount
equal to the power-supply voltage.

We now consider the dc transfer characteristic of the circuits. Initially, assume that V; = 0.
Then the input transistor is turned off, and the load is saturated in the bipolar case and linear in
the MOS case, corresponding to point (1) in Fig. 4.17¢. As V; is increased, the input transistor
eventually begins to conduct current but the load remains saturated or linear until point (2) is
reached. Here the load enters the active region and a small further increase in V; moves the oper-
ating point through point (3) to point (4), where the input transistor saturates in the bipolar case
or enters the linear region in the MOS case. The change in V; required to move from point (2)
to point (4) is small because the slopes of the output I-V characteristics in the active region are
small for both transistors. The transfer curve (Vo as a function of V;) is sketched in Fig. 4.17d.

A key point of this analysis is that the slope of the output characteristic is not constant,
which is important because the slope is the gain of the amplifier. Since the gain of the amplifier
depends on the input voltage, the amplifier is nonlinear in general, causing distortion to appear
in the amplifier output. For low V;, the output is high and the gain is low because the load
transistor does not operate in the active region. Similarly, for large V;, the output is low and
the gain is low because the input transistor does not operate in the active region. To minimize
distortion while providing gain, the amplifier should be operated in the intermediate region
of V;, where all transistors operate in the active region. The range of outputs for which all
transistors operate in the active region should be maximized to use the power-supply voltage to
the maximum extent. The active loads in Fig. 4.16 maintain high incremental output resistance
as long as the drop across the load is more than Vour(min) of the current mirror, which is
|V E2(san | in the bipolar case and | V,,2| in the MOS case here. Therefore, minimizing VouT(min)
of the mirror maximizes the range of outputs over which the amplifier provides high and nearly
constant gain. In contrast, an ideal passive load requires a large voltage drop to give high gain,
as shown in (4.111) and (4.112). As a result, the range of outputs for which the gain is high
and nearly constant is much less than with an active load.

The gain at any output voltage can be found by finding the slope in Fig. 4.17d. In general,
this procedure requires writing equations for the various curves in all of Fig. 4.17. Although
this process is required to study the nonlinear behavior of the circuits, it is so complicated
analytically that it is difficult to carry out for more than just a couple of transistors at a time.
Furthermore, after completing such a large-signal analysis, the results are often so complicated
that the effects of the key parameters are difficult to understand, increasing the difficulty of
designing with these results. Since we are ultimately interested in being able to analyze and
design circuits with a large number of transistors, we will concentrate on the small-signal
analysis, which is much simpler to carry out and interpret than the large-signal analysis.
Unfortunately, the small-signal analysis provides no information about nonlinearity because
it assumes that all transistor parameters are constant.

The primary characteristics of interest in the small-signal analysis here are the voltage
gain and output resistance when both devices operate in the active region. The small-signal
equivalent circuit is shown in Fig. 4.18. It is drawn for the bipolar case but applies for the
MOS case as well when r;1 — oo and r;» — oo because By — oo. Since Irgr in Fig. 4.16 is
assumed constant, the large-signal base-emitter or gate-source voltage of the load transistor is
constant. Therefore, the small-signal base-emitter or gate-source voltage of the load transistor,
va, is zero. As a result, the small-signal voltage-controlled current g,,2v> = 0. To find the
output resistance of the amplifier, we set the input to zero. Therefore, vi = 0 and g,,,;v; =0,
and the output resistance is

Ry = ro1llro2 4.117)
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_j_ j_ Figure 4.18 Small-signal equivalent circuit for
= = = common-emitter amplifier with active load.

Equation 4.117 together with (1.112) and (1.194) show that the output resistance is inversely
proportional to the current in both the bipolar and MOS cases.
Since vo = 0, g,,1v1 flows in 7,1 ||ry2 and

Ay = —gm1(rorllro2) (4.118)
Substituting (1.91) and (1.112) into (4.118) gives for the bipolar case,
1
A, = _ﬁ_‘_ﬁi (4.119)
Var  Vaz

Equation 4.119 shows that the gain is independent of the current in the bipolar case because
the transconductance is proportional to the current while the output resistance is inversely
proportional to the current. Typical values for this voltage gain are in the 1000 to 2000 range.
Therefore, the actively loaded bipolar stage provides very high voltage gain.

In contrast, (1.180) shows that the transconductance is proportional to the square root of
the current in the MOS case assuming square-law operation. Therefore, the gain in (4.118)
is inversely proportional to the square root of the current. With channel lengths less than
1 wm, however, the drain current is almost linearly related to the gate-source voltage, as
shown in (1.224). Therefore, the transconductance is almost constant, and the gain is inversely
proportional to the current with very short channel lengths. Furthermore, typical values for the
voltage gain in the MOS case are between 10 and 100, which is much less than with bipolar
transistors.

4.3.3 Common-Emitter-Common-Source Amplifier with Depletion Load

Actively loaded gain stages using MOS transistors can be realized in processes that include only
n-channel or only p-channel transistors if depletion devices are available. A depletion transistor
is useful as a load element because it behaves like a current source when the transistor operates
in the active region with the gate shorted to the source.
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The I-V characteristic of an n-channel MOS depletion-load transistor is illustrated in
Fig. 4.19. Neglecting body effect, the device exhibits a very high output resistance (equal
to the device r,) as long as the device operates in the active region. When the body effect
is included, the resistance seen across the device drops to approximately 1/g;,». A complete
gain stage is shown in Fig. 4.20 together with its dc transfer characteristic. The small-signal
equivalent model when both transistors operate in the active region is shown in Fig. 4.21. From
this circuit, we find that the gain is

v 1 8m1
== —8ml <701||r02||) ~ 2 (4.120)

Vi Emb2 Emb2

For a common-source amplifier with a depletion load, rearranging (4.120) and using (1.180)

and (1.200) gives
1 [ow/L
R (W/L 4.121)
T A N

8m2

4 Without body effect
/ With body effect

Ii[. ﬁ\k Triode

Active
g

o+

y 14
1 (Voo =1Vipl) Vo Figure 4.19 (a) n-channel
- depletion-mode load transistor.
(@) (b) (b) I-V characteristic.

Vl)
VDD M1 off
Vop M, active
M, in triode region
I
(Vop=1Vipl)

3 Both transistors active
$—|l: M, v, My in triode region
v, Vsact) , M, active
IS e} H V.

1

Vie
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Figure 4.20 (a) Common-source amplifier with depletion-mode transistor load. (b) dc transfer
characteristic.
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L
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+0

- Figure 4.21 Small-signal equivalent circuit of the
i Vest ; To1 C> Bmtest common-source amplifier with depletion load,
including the body effect in the load and the
channel-length modulation in the load and the

= common-source device.
From (1.196) and (1.141),

1 1+ Vsp/(2py)
_= 21/26Cox /72%1\]A (4.122)

Since y depends on V,, = Vgp, the incremental voltage gain varies with output voltage, giving
the slope variation shown in the active region of Fig. 4.200.

Equation 4.120 applies for either a common-emitter or common-source driver with a
depletion MOS load. If this circuit is implemented in a p-well CMOS technology, M> can be
built in an isolated well, which can be connected to the source of M;. Since this connection
sets the source-body voltage in the load transistor to zero, it eliminates the body effect. Setting
gmp2 = 01n (4.120) gives

=
Q

[o}
ol

v
f = —gm1(ro1|lro2) (4.123)

1

Although the gain predicted in (4.123) is much higher than in (4.120), this connection reduces
the bandwidth of the amplifier because it adds extra capacitance (from the well of M> to the
substrate of the integrated circuit) to the amplifier output node.

4.3.4 Common-Emitter-Common-Source Amplifier with
Diode-Connected Load

In this section, we examine the common-emitter/source amplifier with diode-connected load
as shown in MOS form in Fig. 4.22. Since the load is diode connected, the load resistance is
no more than the reciprocal of the transconductance of the load. As a result, the gain of this
circuit is low, and it is often used in wideband amplifiers that require low gain.

For input voltages that are less than one threshold voltage, transistor M is off and no
current flows in the circuit. When the input voltage exceeds a threshold, transistor M turns
on, and the circuit provides amplification. Assume that both transistors operate in the active
region. From (1.157), the drain currents of M and M, are

k/ W 2
I = E f 1(Vgsl = Vi) (4.124)

and

kK (W
L=~ () (Ves2 — Vin)? (4.125)
2
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Figure 4.22 (a) Common-source amplifier with enhancement-mode load. (b) I-V characteristic of load

transistor. (c¢) Transfer characteristic of the circuit.

From KVL in Fig. 4.22,
Vo =Vpp — Vgs2

Solving (4.125) for Vg, and substituting into (4.126) gives

V, = Vpp —V, 212
o= VDD 12 k’(W/L)z
Since I, = I, (4.127) can be rewritten as
V, = Vpp —V, 24
o= VDD 12 k’(W/L)z
Substituting (4.124) into (4.128) with Vg1 = V; gives
(W/L)
Vo, =Vpp — Vip —
0 DD 2 W/L)

Vi = Vi)

(4.126)

(4.127)

(4.128)

(4.129)

Equation 4.129 shows that the slope of the transfer characteristic is the square root of the aspect
ratios, assuming that the thresholds are constant. Since the slope of the transfer characteristic
is the gain of the amplifier, the gain is constant and the amplifier is linear for a wide range
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Figure 4.23 Small-signal equivalent circuit for the
o o common-source amplifier with enhancement-mode load,
= including output resistance and body effect in the load.

of inputs if the thresholds are constant. This amplifier is useful in implementing broadband,
low-gain amplifiers with high linearity.

Equation 4.129 holds when both transistors operate in the active region and when
channel-length modulation and body effect are negligible. In practice, the requirement that
both transistors operate in the active region leads to an important performance limitation in
enhancement-load inverters. The load device remains in the active region only if the drain-
source voltage of the load is at least a threshold voltage. For output voltages more positive than
Vpp — Vi, the load transistor enters the cutoff region and carries no current. Therefore, the
amplifier is incapable of producing an output more positive than one threshold voltage below
the positive supply. Also, in practice, channel-length modulation and body effect reduce the
gain as shown in the following small-signal analysis.

The small-signal voltage gain can be determined by using the small-signal equivalent
circuit of Fig. 4.23, in which both the body effect and the output resistance of the two transistors
have been included. From KCL at the output node,

v v
gm1Vi + — + —= + gmavo + gmp2vo = 0 (4.130)
Tol T2
Rearranging (4.130) gives
Vo 1 1
—=—gm | —Il [lro1llro2
Vi 8m2  8mb2

— _m ! 4.131)
T gm gmb2 1 1 :
14 2y

+
8m?2 8m2rol 8m2ro2

If gm2/8gmp2 > 1, gmator > 1, and gporen > 1,

Vo . 8mi _ _|(W/L) (4.132)
Vi gm2 (W/L),

as in (4.129). For practical device geometries, this relationship limits the maximum voltage
gain to values on the order of 10 to 20.

The bipolar counterpart of the circuit in Fig. 4.22 is a common-emitter amplifier with a
diode-connected load. The magnitude of its gain would be approximately equal to the ratio
of the transconductances, which would be unity. However, the current that would flow in this
circuit would be extremely large for inputs greater than Vj,.(on) because the collector current in
a bipo